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Skipping, Cascade, and Combined Chain Scheme
for Broadcast Encryption

Jung Hee Cheon, Nam-Su Jho, Myung-Hwan Kim and Eun Sun Yoo

Abstract—We develop a couple of new methods to reduce to broadcast a messag¥el, the center encryptsi/ using
based on the_idea of assig_nin_gne key per each partition using one- together with aheader which contains encryptions oK
way key chainsafter partitioning the users. One method adopts . .
and the information for non-revoked users to decrgpf. In
and the other adopts cascade chainson partitions with layer ~ Other words, the center broadcasts
structure. The scheme using the former has the transmission (header Egic(M)),
1 c
scheme uglng the latter keeps the same transmission overhea
where r is the number of revoked users. Combining the two every F‘O”'V?VO"ed usat computesF(K(u),_heade} = S_K
schemes, we propose a new broadcast encryption scheme whos@Nd Wwith this decryptsfsx (M), where 7 is a predefined
for small » and t_)ecom_es _smaller_than that of the SD as grows. should not renderSK. Furthermore, there should be no
The scheme using skipping chains possesses an advantage thgyo\ynomial time algorithm that outputS$K” even with all the
current users. Finally, we show that the proposed key assignment : ; . .
scheme satisfiegey-indistinguishabilityassuming pseudo-random  The header size, the computing time Bfand the size of
Index Terms—Broadcast encryption, Cascade chain, Com- tation COS(_CC,:) and thestorage siz¢SS), rgspgctlvely. .O_ne_
bined chain, One-way key chain, Revocation, Skipping chain. Of the main issues of broadcast encryption is to minimize
storage size.
The notion of broadcast encryption was first introduced by
I. INTRODUCTION
ROADCAST encryption (BE) is a cryptographic methodor based secret sharing. Fiat and Naor [3] in 1993 suggested
for a center to broadcast digital contents efficiently ta formal definition of broadcast encryption and proposed a
decrypt the contents. BE has a wide range of applications susterpolation method was improved by Naor and Pinkas [12]
as the internet or mobile broadcast of movies, news or games 2000 to allow multiple usage and by the authors [13] in
In broadcast encryption, the center distributes to each usacryption scheme that achievédr) transmission overhead
u the set K(u) of keys, called theuser-keyof «, in the was proposed in 2001 by Naor, Naor and Lotspiech [10],
afterwards, that is, user-keys astateless A sessionis a by Halevi and Shamir [5] in 2002 by adopting the notion of
time interval during which only one encrypted message (digitilyers and thereby their scheme is called tlagered Subset
key used to encrypt the message of the session. In ortlere structures and they have been the best known broadcast
schemes up to now. To be more precise, Netbe the total
Science and Engineering Foundation (KOSEF) (No. R11-2007-035-01002-0). . .. 2
The work of N.-S. Jho, M.-H. Kim and E. S. Yoo were partially supported b§&heme requiregr — 1 transmission overhead a'@(bg N)
this paper was presented in part at the Eurocrypt'05, Aarhus, Denmark, N@(log N) computations of one-way permutations. The LSD
2005. This work was performed while N.-S. Jho and E. S. Yoo were with the
Seoul 151-747, Korea. _ _ the computation cost same. But the transmission overhead
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transmission overheads in broadcast encryption. The methods are the session-keySK and broadcasts the encrypted message
skipping chainson partitions containing up to p revoked users
overhead -*— + Y= which is less thanr/p if » > p>N/c. The

dyhere€ is any preset symmetric encryption algorithm. Then
with the Subset Difference (SD) scheme when approaches 0, £ yp y yp 9 '
transmission overhead is the same with that of the SD scheme algorithm. For any revoked user however, 7 (K (v), headey
any number of new users can Jjoin any time at no cost for revoked user-keys and the header as input.
generators. K (u) are called tharansmission overhegd@O), the compu-

the transmission overhead with practical computation cost and

Berkovits [1] in 1991 using polynomial interpolation and vec-
a large number of users so that only non-revoked users cystematic method of broadcast encryption. The polynomial
pay TV, CD, and DVD, to name a few. 2004 to allow a large number of users. The first broadcast
setup stage. We assume that the user-keys are not updatgd theSubset DifferencéSD) method. This was improved
contents) is broadcasted. Thession-keysay SK, is the DifferencgLSD) method. Both SD and LSD are based on
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Korea Research Foundation (KRF) (No. 2005-070-C00004). The materialstorage size for each user. The computation cost is only
ISaC-RIM, Department of Mathematical Sciences, Seoul National Universi§CN€me reduces the storage siz&{og / N) while keeping
matical Sciences, Seoul National University (SNU), Seoul 151-747, Korea
munications Research Institute (ETRI), Daejeon 305-700, Korea, e-majgnsmission overhead in broadcast encryption based on the
135-918, Korea, e-mail: eunsun.yoo@samsung.com after partitioning the users. More precisely, we put all users
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on a straight line and partition the line into intervals to each chain scheme as well as in the cascade chain scheme. But
which the center assigns just one key. The key can be derivBave use only right cascade key chains, then user addition
by only those non-revoked users in the interval and will beithout updating the user-keys of current users is still feasible
used in decrypting the session-key. in both schemes.

The first method adoptskipping chainn partitions con-  The notion of therevocation-scheme securityas intro-
taining up top revoked users. It has been a general belieuced in [11]. It captures the concept of semantic security
that at least one key per each revoked user should be includedinst chosen message attacks in broadcast encryption. In the
in the overhead and heneeseems to be the lower bound ofsubset-cover framework, it was proved that a broadcast encryp-
the transmission overhead in any broadcast encryption scheioa scheme satisfies the revocation-scheme security if its key-
with reasonable computation cost and storage size. assignment scheme satisfikey-indistinguishabilityand the

In the scheme using skipping chains, however, the transmisderlying encryption function is secure [11]. We show that
sion overhead is abo%t_’;—lJr NC*T, wherec is a predetermined our key assignment schemes satisfy key-indistinguishability.
constant. TO becomes less thafp if » > p?N/c andp > 1, Roughly speaking, the revocation-scheme security assumes
which breaks the barrier of for the first time under our that any adversary, who may pool the secret information of a
knowledge. For example, if we take = 100 and p = 1, set of users (corrupted users), may have some influence on the
then p?N/c = 0.01N and TO< r. We remark that TO can choice of messages encrypted in the scheme, and may create
be greater tham/p if » < p?N/c in which case SD has bogus messages and see how non-revoked users react, can nof
smaller TO. The computation cost is very cheap with onlgarn any information about the messaye
¢ computations of a pseudo-random sequence generator. Th€his paper is organized as follows: In Section 2, we
storage size i©)(cP1). Our scheme is very flexible with two introduce the basic chain scheme. In Section 3 and Section 4,
parameterg andc. If a user device allows a large key storagae develop the skipping chain scheme and the cascade chain
like set-top boxes and DVD players, then we may takend scheme, respectively. We combine the two schemes in Section
p as large as possible to reduce the transmission overheadh. [Security proof of our schemes is given in Section 6. We
a user device has limited storage and computing power likempare our schemes with SD and LSD and discuss some
smart cards and sensors, then we maypsandc as small as practical issues in Section 7, and then briefly summarize our
possible. Another advantage of this scheme is that any numbesults in Section 8.
of new users can join any time easily. In order to add new users
to the system, the center just places them at the end of the line, 1. LINEAR STRUCTURE

computes and sends the corresponding user-keys to them. Tig; s section, we introduce the basic chain scheme, where
process requires neither interaction nor refreshment of curr tsers are regarded as dots lined up in order. Although this

user-keys. (See [7] and [6] for the broadcast encryption SCheEb‘heme cuts the transmission overhead down the scheme

W’\‘;Vv?liCh is the previou”s VﬁrSi?(h of the ikippin% chainl schemedquires a large storage for each user. The basic chain scheme,
h inr 'Sf Vﬁry;ga r;[ es '_Fl)_ﬁ',ng, chain scheme ar%er Tﬂowever, is the building ground for our skipping chain scheme
than that of the scheme. This Is an Intrinsic attribute %d cascade chain scheme. We also introduce a variant of the

Ilnear_structures. As a cpmplement, we adopt a concept of teLsic chain scheme, called tii&basic chain schemavhich
to a linear structure to introduce layer structure aadcade

. . ) . improves the storage size at the cost of transmission overhead
chainson it. In cascade chain schemes, we assign a key to each o .

interval which starts from or ends at some special hode so that

every interval between two revoked users can be covered by at

most two keys. This enables us to haveas the transmission A- Framework

overhead for very smalr, which is comparable to the SD We adopt the subset-cover framework of [11]. Lete a
scheme. Ifr grows, however, this scheme has smaller T&raight line withN dots (users) on it, wherd is the number
than the SD scheme. That is,7if> N/aC, the transmission of total users. In our schemes, each user is indexed by an
overhead of the cascade chain scheme is atiobty)r, which integerk € [0, N—1] and he/she is represented by thth dot,

is smaller than that of the SD scheme fox o« < 1. Cascade denoted byug, in the line L. The center first assigns the user-
structure also enables us to reduce the size of a user-keyksp K (u;) to each usef:,. ConsiderL as the set ofV users
that the storage size of the scheme is comparable to mastl defineS ,...m.) to be the set of all subsets bfsatisfying
practical schemes. Without cascade structure, the storage sizdain conditions of the scheme under discussion. The center
could increase exponentially as we introduce layers and speeiasigns each subsgte S, neme) @ key K, called thesubset-

nodes. key of the subsetS that can be derived by each non-revoked
Combining the two schemes, we propose a new broadcaser of S using his/her user-key. For each session, the center
encryption scheme with very small transmission overhedidds the disjoint subsetS;, Sa, ..., Sy IN Sischeme), Whose

for all ». The transmission overhead of the combined chaimion covers all non-revoked users, under a predetermined
scheme is the same as those of the cascade chain schemeualad keepingm as small as possible. And then the center
the SD scheme as approaches to 0, the same as that of thencrypts the session-keyK with the subset-key of,, for
skipping chain scheme asgrows bigger, and even better foreachy = 1,2, ..., m. Thesem encryptions ofSK together
some values of in between. User addition, however, is notvith information onS,,’s form the header. The numbet is
available because of left cascade key chains in the combinesially defined to be the transmission overhead.
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1) Encryption: In each session, the center finds disjoirfor 4, j satisfying0 < i < j < N — 1. For each interval; ;,

subsetsSy, Sa, ..., Sy IN S(scheme), Whose union is the setwe assign thenterval-key K; ; that will be used to encrypt

of all non-revoked users, and their subset-ké{/s K>, ..., and decrypt the session-key for the users/jp. Then the
K,,. The center then encrypts the session-lsdy with K,, number of user-keys for each usey is (k + 1)(IN — k) for
foreachy = 1,2,...,m, respectively, and a messagewith k = 0,1,..., N — 1 and hence the average number of user-
SK, and then broadcasts keys per user iéw, which is too big. We introduce
(infoy, infos, . .., infon ; I;iez);chains using one-way permutation to reduce the user-key

&k, (SK), €k, (SK), ..., €k, (SK); Esx(M)), 1) Key Assignmentin order to reduce the size of each

where info, is the information of the smjbsép and& ande’ user-key, we give some relations among the interval-keys. Let

are preset symmetric encryption algorithms. H:{0,1}* - {0,1}**

2) Decryption: Receiving the encrypted message
) yp g yp g be a pseudo-random sequence generator such that no

(infoq,infoy, ..., info,,; C1,Co,...,Cp; M'), polynomial-time adversary can distinguish the output/Hf

on a randomly chosen seed from a truly random string. We
will denote byh(z) and #/(z) the right and the left half of
H(z) for anyz € {0,1}", respectively. Choos& keys Ky o,
Ki1, ..., Kny—1,n—1, randomly. Construct a key chain from
eachk;, ; as follows:

each non-revoked usex first finds the subsetS, where
he/she belongs and its subset-kgy. With this, © computes
Dk, (Cy) = SK and Dy, (M') = M in order, whereD and
D’ are the decryption algorithm corresponding&t@and £’.

3) Security: The notion of therevocation-scheme security
introduced in [11] captures the concept of semantic Sech ;, K; .1 = h(K;;), Kiii2 = h(K;iv1) = h*(K; ),
rity against chosen message attacks in broadcast encryption. N1
Roughly speaking, the revocation-scheme security assumes ooy Kino1=h (Kii).
that any adversary, who may pool the secret information gfi assign the user-key
a set of users (corrupted users), may have some influence on
the choice of messages encrypted in the scheme, and may K(uy) ={Kox, Kig, -, K}
create bogus messages and see how non-revoked users r{aact,

. . 0 uy for eachk =0,1,..., N — 1. Note that the interval-key
can not learn any information about the messagédrom the ) : )
K; ; can only be computed by,’s for i < k < j and that
broadcasted message ’

it is not possible for other users to compuig,; even if they
(infoq,infos, ..., info,, ; all collude.
2) Encryption: For each session, the center marks the
k1 (SK), € (SK), -, €k, (SK) 3 Esc (M) revc))ked u)égrs on the ling and removes the marked users
if all the corrupted users are revoked. For more details, refé@m the line to obtain disjoint intervals, sdy, j,, ..., li,, j,.
to [11, Section 6]. consisting of non-revoked users as illustrated in Figure 1,
Moreover, it was proved that a scheme in the subs&those union covers all non-revoked users. Then the center
cover framework satisfies revocation-scheme securifyiff a broadcasts:
pseudo-random permutation (block-ciphers in practi€ejs a o N
pseudo-random generators (stream-ciphers in practice), andqﬁéjl)’ oo (i jm) 5
key as;ignment algorithm satisfies Ikm/—indistinguishability 5h'(K¢1.,v1)(SK)v v Erey,, ) (SK) Esx (M)).
which is the property that for every subsst its subset-
key K is indistinguishable from a random kegiven all the

m

information of all users not ir5. We will show that our key 5-6-0-0-0-6-6-0-0-0-0-6-60-0-0-0-0-6-60-60-O
assignment algorithms satisfy the key-indistinguishability in
Section 6.1. Mark revoked users
4) Performance:In this framework, the TO is the header o and x denote a non-revoked
sizem and the SS is the maximum size &f(u). We count and a revoked user, resp.

only the number of encryptions for TO, since the information
on the subset identifier can be encoded by much less bits —6-0XC-0-ORIKOOOKOKOOOOOOO
than the encryptions. Since the subset key can be computed
by applying a pseudo-random sequence generators (PRG)
repeatedly, the CC counts the number of applications of PRGs.

Make intervals by removing the revoked

B. Basic Chain Scheme

Let ug, u1,...,uny_1 denote the users, wheré is the total
number of users, and letbe the number of revoked ones. We Figure 1. Making the intervals
denote the interval starting from; and ending at:; by I; ;.
In the basic chain schem&,,.) is the set of all thesé; ;'s

oo OO0 ISACACIEE G IR CACACACACASA;
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3) Decryption: Receiving the encrypted message, each 2) Encryption and DecryptionFor each session, the center
non-revoked usey, first locates the interval; ; where he/she finds disjoint intervals as in the basic chain scheme. If all
belongs, that is, finds, j such thati < k£ < j, and computes the intervals are of lengtk C, then it uses the intervals for

J—k encryption. If there are intervals of lengthC, then the center
’ ’ partitions those intervals further as follows : Partition eviry
from the key K, he/she owns. And theny decrypts with j —i+ 1> C into subintervals
En(k, ;) (SK) and&g, (M) to obtain the session-keyK and

the messag@/, respectively, in order. Note that a revoked user fiitC—1> fivcitac—1, s livig-1)Ciitac—1, Titqcy,
cannot compute the session-key since he/she does not belahgreq = [ 2= | and the last subintervd},c,; should be
to any interval listed in the header (sg24). excluded ifg = =5, In other words, the center partitions

4) Performance:When r users are revoked in the basicy, . into ¢ subintervals of lengtiC' starting fromu; and the

chain scheme, the maximum possible number of disjoiry + 1)st subinterval consisting of the remaining users if any.
intervals inSyqsic) to cover all non-revoked users is+ 1. This process is illustrated in Figure 2.

So, the transmission overhead is Once the center obtains tiig-intervals
TOwasicy =7+ 1. Liygis Linjos o5 Liyy g € S(Cmbasic)s
_Each user, needs tflk_ee()l“rl) user-keys. So, the storagéyhose union covers all non-revoked users, encryption and
size for each user i3 in the average and decryption are identical with those of the basic chain scheme.
SSpasic) = N Those who are not belong to ay-interval are the revoked

_ ones and they can never access to the session-keygZste
in the worst case. Note that the center needs to keep &nly

keys I SACACASACACACACACACACAVACACACAACATAATES)
Koo, K115 -- oy Kn—1,n—1-
Finally, the computation cost is at madt computations of. Mark revoked users
orh/,i.e.,
CC(basic) = N. !

5) Remark:One may consider a circular structure by gluing
two ends of the line and providing more key chains traversing
the two ends. In a circular structure, TO is reduced by 1 and Make intervals with removing the revoked
every member has the same size of user-Réyput it is not
easy to add new users to the structure later.

ASAS RS ACA/ ISACACIEE G IR CACACACACAwA;

C. C-Basic Chain Scheme

Although the basic chain scheme reduces the transmission Divide a long interval
. . . into C-intervals (eg.C=5)
overhead down ta, the storage size of each user is still too
big to be practical. We can reduce the storage size by bounding

theinterval length i.e., the number of users in the interval. ISASEERSASAS o0 © 0000 e
Let C' be a predetermined positive integer. L®b-yasic) _ _ _
be the set of all intervals of the fort) ; € Spusic) Satisfying Figure 2. Making theC-intervals
j—1i+1<C, wherej —i+ 1 is the length of]; ;. We call
such intervalsC-intervals 3) Performance:ln the C-basic scheme, each usgrneeds

1) Key AssignmentKey generation of the”'-basic chain keep at mosC keys and hence
scheme is exactly same as that of the basic chain scheme

except the maximal length of key chainsds i.e., the center SSc-basic) = C.
constructs the key chain Note that it is still enough for the center to keep ofNykeys
2
Kii, Kig1 = h(Kii), Kiive = (Kig), -, Koo, K11, -, Kn—1,n-1,
_ 01 . .
Kiitc—1=h""(Kii)  whereN is the total number of users. The computation cost

for each0 <i < N — C and amounts toC' computations of. or 1/, i.e.,

Kiiy Kiign=hKi), Kiizo=h*(K;), ..., CCc-basic) = C.

Kin_1=h""1"YK,,;) Finally, the transmission overhead in thebasic chain scheme

can be computed rather easily as follows:

y Proposition1: For N as above and the number of all

K (up) = { { Kk—cr1k Ke—crok, - Kep} if k> C revoked users,
{Kip, Koy ..., Ko } otherwise N—2r"

to uy, for eachk =0,1,..., N — 1. TO(C-basic) =7+ { C

for eachN —C+1 <i < N —1, and then assigns the user-ke
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Proof: The maximum possible number of disjoifit- N N J U AN

mjger;/als |n§(c-basi6) to cover all non-revoked users is+ Figure 3. 1-puncturedé-intervals

[ZF=1]. This happens whem,,us, ..., uz-—1 are revoked.

So, the proposition follows. [ ]

Letr > 2FC for somea, 0 < o < 1. Then . _ , _
The interval inSc; ¢, -skip) Starting fromu; and ending at
N—-2r| N-2r t1<ar uj With g, , ..., us, revoked users is denoted By; 4, ...z,

C C or I; ;. x in short for X = {z1,...,z,}, Where

and hence 10 o <r(l4a)<2 1<j—i41<C if X =0, or equivalentlyg =0
(C-basic) = T{L T " 1<j—i+1<c¢ otherwise,

For example, if we se€ = 1000 and«a = 0.1, then we have )
0<g<pandi<z <---<z4<jif ¢ #0. WhenX =,

TO(c-basic) < 1.1r we simply writeZ; ;.

provided that the revoked ratig; is bigger than0.01. The
C-basic chain scheme, however, has bigger TO than SD w

Ny :
+ Is very small. Even if there is no revoked user, the TO t)g' Skipping Chain Scheme

this scheme i?{%} while that of SD is justl. In this subsection, we propose the skipping chain scheme
with parametersC,c¢ and p (an improved version ofr-
I11. SKIPPING CHAIN AND PUNCTURED INTERVALS scheme [7]) for broadcast encryption, which is denoted by

I N this section, we propose the skipping chain scheme tH&t: ¢ P-skip). In the skipping chain scheme, we assign only
reduces the transmission overhead further down by int/@1€ key to each interval irS(c; . -skip), Which can be

ducing skipping chains on punctured intervals. For exampfée”"ed exclusively by all non-revoked users in that interval.

using skipping chains op-punctured intervals, we can achieveTc" accomplish this, we construct key chains skipping revoked
transmission overhead less tharif r > p?N/c, wherep is a Y5 _ , N
positive integer. The skipping chain scheme is based ofthe 1) Key Assignmentiet # : {0,1}* — {0,1}**? be a
basic chain scheme. In order to make the numbef disjoint PSeudo-random sequence generator. For gaefv, 1,..., p,
intervals I1, I, . . ., I,,, whose union covers all non-revoked®t 7:(«) be the(-bit sequence fronfi( + 1)-th bit to (il + ()-
users, as small as possible, we have to enl&(ge,q..,. This th bit of H1(z), andh’(x) be the rightmost-bit sequence of
is the main reason for introducing the notion of puncturelf (). To assign one key to each interval 8¢; ¢ p-skip)»
intervals and skipping chains on them. choose N keys Ki 1, Kz2, ..., Kyn, randomly, to be
given touy,...,uy, respectively. From eack; ;, construct
skipping key chains for all possible intervals i ¢ p, -skip)
starting fromu;. Let I € S(c;cp-skip) D€ SUch an interval.

Let p, c and U = (¢ be positive integers, wheris also Then the skipping key chain faf is constructed inductively
an integer, and fix them. Her€ is the constant introduced ynpger the following rule :

in the C-basic chain scheme. By@apuncturedc-interval we
mean a subset af or less consecutive users starting from and
ending at non-revoked users and contairpngr less revoked
users. LetS. , -skip) b€ the set of alp-puncturedc-intervals.
Define

A. Punctured Intervals

e The chain starts fronk; ;.
e For any non-revoked uses, € I, if the next usety; €
I is also non-revoked, then just apply to the key of
uy, to obtain the key ofuy. 1.
e If the nextt users are revoked and the usegr ;1 € I
S(C; ep-skip) = S(C-basic) Y S(c,p -skip)- is non-revoked, then skip those revoked users and apply

. S . he k f in the k h
In each session, the disjoint intervals B¢, ., -skip). h: to the key ofu, to obtain the key ofu,¢11, Where

. ! 1<t <p.
which covers all non-revoked users, are determined under the =~ — = p ) )
following rule : Figure 4 illustrates how to construct the key chain of a given
o The first interval starts from the leftmost non-revokeffunctured interval (withp = 10, ¢ = 20):

user.
e Each interval starts and ends with non-revoked users.
e An interval with no revoked user may contain as many

asC users. _ ho  hs ha hoho hi ha ho ho
¢ An interval with at least one revoked user may contain _ _
at moste users including up t@ revoked ones. Figure 4. The key chain of a0-punctured20-interval

e Each interval contains the maximal possible number of

users possibly including revoked ones. In the key chain forf = I, .., .., the key of a non-
Figure 3 illustrates how to makg-puncturedc-intervals revoked useny, € I is denoted byK; .4, ., Wherei <
with an example whep =1,¢=6: T <o <ap <k <xpy <--<zgandd <t <q<p.
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Whent = 0, we simply write K; ;. For examples, Let p = 1. For convenience, we regard any nonempty
6 ) .3 ] interval consisting of less thanconsecutive non-revoked users
§5,11 - hO(Ks’i);LKh‘r”(l}{” ;.hl‘)(hlhO(Ksﬁ)L B213(Ks ) and one revoked user at the end also as a 1-punctured interval
K4"”;5’6’7*9’1°__h ?L ?;L ;{*4 L LTS T ROTARI 0 S0 1-skip)- IN OFder to compute the transmission overhead
311345679 = hohha(Kss); .. in the worst case, we are going to introduce blocks. In general,
The center assigns these keys to users so that thewjsera block of typeB(a,b) is an intervall, s starting from a
receives his/her user-key (u;) consisting of all possible non-revoked usem, and ending with a non-revoked user
Kik 2y, 2, 'S Where ug, containing exactly: revoked users and being covered by
b subintervals inSc.c,1-skip)- IN @ block, we do not allow

< xp<xy<--<mm<k and 3<k—i+1< . X : .
f IS it - ! =¢ revoked users between the neighboring subintervals in the

if 0<t<
. =P block but allow at most one revoked user at the end. The
1<k and 1<k—i+1<C ) . . )

it £ — 0. main purpose to introduce the notion of blocks is to count

the maximum number of disjoint subintervals e 1-skip)
Figure 5 illustrates the key assignmentug in the skipping necessary to cover all non-revoked users as a functior, of
chain scheme witlh =3 andc =C = 5: the number of revoked users given.
2) Encryption: For each session, the center dividesnto In any given session of the skipping chain scheme

disjoint intervalsly, I, ..., Im € S(c;e.p-skip)» WNOS€ UNION (. . 1_gkin) we can partition the sef of all users into
covers all the non-revoked users, under the rule descrlbedd‘gjoim blocks of typeB(2,1), B(1,1) and B(0,1), and re-
§3.1. Letl = Iij;4,,.., D€ ONE Off,’s. Then the last key \,1eq ysers in between. The worst case transmission overhead

Kijiar,...z, Of the key chain forl is the interval-key ofl. g 5tained when each block is shortest of its type and there
For convenience, let's denote the interval-keylpfby K, for 5.0 1o revoked users between blocks.

eachu =1,2...,m. Then the center broadcasts: Except the last block, whose length may be smaller than
(infoy,infog, . .., info,, ; the others of the same type, any block of tyBé2,1) is of

length at leass, which is the length of the interval of the form
L of
En (1) (SK ), Enr (1) (SK), -, Epr(1,) (SK) 5 Esic (M) ) o x, any block of typeB(1, 1) is of length at least, which

where infq, is information on/,. The info of I = I; ;. 4, .. 4, is the length of a 1-puncturedinterval, and finally any block
consists of ' of type B(0, 1) is of length at leas€’, which is the length of
45505 Y1y - - -5 Vo a C-interval.

Let z, y and z be the number of blocks of types

whereqo = j—i+1andy, =z, —ifor eacht = 1,2,....q. B(2,1), B(1,1) and B(0, 1), respectively. Then we obtain :

The starting position can be represented byg N bits and
the v’s by at mostlog C bits. So the size of all infgs
is m(log N + (p + 1)log C), which will be ignored when 2z+y=7r, N>3z+cy+Cz and TO=2x+y+ z,
computing the transmission overhead because it is negligible

compared to the size of afl,(x,)(SK)'s. wherer is the number of revoked users. To maximize TO, we

3) Decryption: Receiving the encrypted message, eaglhed to reduce as small as possible. Whén< r < X the
non-revoked usew, first locates the interval where he/shgyqst case occurs when = 0. In this case. we havé —

belongs using the info’s in the header. Let the interval bg,q therefore we may put
I’i,j;wl,...,xq € S(C;qp'skip)u where i < k < ja k 7é
T1,...,%4. Thenug can findK; ;. 4, ... ., as follows: N — or c N
e Findt for whichz; < k < 4,1, where0 < t < q. Here, TO<r+ e (1 - 5> T+ ok
t = 0 ort = ¢ means that there is no revoked user before
or afteruy, respectively.
e ChooseK; i s,....», from the assigned user-key.
e Starting fromK; ;.. 4,.....»,, apply one-way permutation ‘ % < < 2N 4 cannot be zero. But we may assume

h;'s under the rule described in Key Assignment until I , 37
the second subscript reachesjto z = 0 in the worst case becausey and z, whenz # 0, can

e The resulting key is the; ; .., ... be replaced by — 1, y +2, z — 1 while maintaining the same

. . TO. Si =12 g < 2N=3r theref
With this, uy, decrypts€y (k. .., . )(SK) andEsx (M) to O. Sincez = =5*, y < 5 =5* and therefore
obtain the session-ke§ K and the messag®/, respectively,
in order. r+y _r 2N —3r 1 3 N

TO= <y (- .
2“2 20@c—3) \2 202c-3) " 2e_3

As a function ofr, the right hand side of the above inequality
represents the line connectirg, ;) and (£, ).

c’c

C. Performance

In this subsection, we analyze efficiency - the transmissia—rt1 .
overhead, the computation cost and the storage size - of &%nectlng(
skipping chain scheméC; ¢, p-skip), whereC = fc, £ > 2
andc > 4. Proposition2: In the skipping chain schemg’; ¢, 1-skip)

e right hand side of the above inequality is the line

%) and (3, 5.
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assigned
no punctured .
to us key chain for
ho ho ho ho
L > s M k3 M x4 M K15 f— Is
1-punctured N
|
1 K154 I 554
hq N 1% h0+ 1% ), I .
L 1.4:3 1.5:3 1,5;3
hy ho ho
 Kyao " Kiao F Kiso I 5.2
2-punctured N
1 K1.5:2.4 I1,5,2,4
h
2 Kisga > It 53,4
h
2 ‘[@AQ,BJT Kis23 [ I 52,3
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ol oo T
3—punctu+;d hs
Ky 50 34— I15.2,3,4

Figure 5. One-way key chains starting frod; ;, wherep =3,c =C =

with C' = fle, £ > 2 andc > 4,

c N
(-g)r+e
if
TO(C; c,1-skip) = 1 1-3 4
2 202c-3))"
if
In general,
c N
(-5)r+2
if 0<
TO(C; c,p -skip) — ( 1 _ p(p + 2))
p+1 D,
. N
if —
C

whereD,, = (p+1)%’c— (p+1)(p + 2).

Proof: For the schemé&C'; ¢, p-skip), we replaceO x x
in the scheméC'; ¢, 1-skip) by Ox x- - - x of lengthp+2. Let
x, y and z be the number of blocks of type3(p, 1), B(1,1)

and B(0, 1), respectively. Then each type of blocks has length
at least(p+1), c andC, respectively. So we obtain the system 6

of equations

(p+D)z+y =7, N > (p+2)z+cy+Cz and TO= z+y+=z.

By solving the system, we obtain the formula Q. ;, - sxip)-

If ¢ > p+ 2, the proposition 2 tells us that
N —r

r
TO(C;c,p -skip) = P+l +

Moreover, ifr > ”Z‘TN, then TQc; ¢ p -skip) < g For example,
if ¢ = 100, 2 is 0.01, 0.04 and 0.09 fop = 1, 2 and 3,

respectively.

It is trivial that the computation cost is at maSt compu-

tations ofh,; or A/, that is,

CC(C; c,p ~skip) — Ca

which is independent oiV andr.
Proposition3: The storage size of each user in the scheme
(C; e, p-skip) is

P -1
SSC; c,p ~skip) — I; <k} + 1) + Oa

which is independent oV andr.

Proof: We count the number of keys of the forf, ;. x
for the useru;. Let v, denote the number of keys of the form
K, k.x with |X| = s. It is obvious thatvy, = C. For vy,
it suffices to count the number of keys from 1-skipping key
chains of lengthe, which is ¢ — 2, the number of keys from
1-skipping key chains of length — 1, which isc — 3, ...,
the number of keys from 1-skipping key chains of length 3,
which is 1. That is,

v =(—=2)4+(c=3)+---+1= (6*1)2&: (021)

Similarly, we obtain

() (7)) -

(c-D(c—2)(c-3) _ (c—1>7

3
and in general

()

s le-0-(07)

Therefore the storage size of the scheftlec, p-skip) is

p p
c—1
SSC;ep-skip) = Z Vi = Z +C.
k+1
k=0 k=1
In other words, we have $8 ., -skip) = O(cPT1). u
This scheme can be fit in with various broadcast environ-

ments by adjusting the parametérsc andp. If a user device
has limited storage and computing power like smart cards and
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sensors, then we may sptand ¢ as small as possible. If ais called thet-th left layerand the users in the set are called
user device allows a large key storage like set-top boxes ahe ¢-th left layer nodesBy thet¢-th layer, denoted byl ;, we
DVD players, then we may take andC as large as possible mean

to reduce the transmission overhead, which is much more Uy = £ UR;.

expensive in some applications. For example,det 256,
C = 1000 andp = 3. Then forr > 0.035N

T
TO(1000; 100,3 -skip) < 3

Note that
MRi DRy D---DR¢D -+

and £, D08, D> D& D

.Th's is good but we have.to pay the price: the storage.s%(ar convenience, we call the base lihe which is the set of
|ncrease23 exponentially with. In the above example, it is all users, thayround layer denoted by!,. We call an interval
about2”. o . - 1, 5 starting from at-th right layer node &-th right cascade
User adQ|t|on Is also almost free in the sk,|pp|ng Ch"’“fﬁtérval and an interval ending at iath left layer node &-th
scheme. Finally, note that j = 0, thep we don't need the left cascade intervalA ¢-th right (or left) cascade interval can
parameterc and the scheméC; ¢, p-skip) becomes the”- cover at most‘+! nodes.
basic chain scheme. Let S(c-casc) e the set of all intervals of the following
types:
e ¢-th right cascade intervalg, s with max{C,c'} < 3 —
p+l1<ctforalt=1,2...,d.
LTHOUGH the skipping chain scheme performs mar- ¢ ¢-th left cascade intervalg, , with max{C,c'} < X —
vellous (in terms of transmission overhead) wheiis at+l<ctforalt=1,2....d.
not too small, the scheme has a shortcoming in that thgfines
transmission overhead is larger than that of SD wheis
very small. This is mainly because long intervals (of length S(C; c-case) = S(C-basic) U S(c-casc)-
bigger thanC) consisting of only non-revoked users require

several intervals i . . , -si) 0 COver them while coverin .
(€ ¢,p =skip) 9 can cover any set of consecutive non-revoked users by one or

no revoked users at all. In fact, thé-basic chain scheme .
: . wo intervals. As before, lefv be the total number of users
shares the same problem. In this section, we propose anoﬁ er

. . lined up on the ground layek. For convenience, we assume
scheme, called theascade chain scheméhat resolves this dil o
: ) that N = ¢**! for some positive integed. For each uset,
problem by introducing layer structure and cascade key chains

flowing along the layers. The cascade chain scheme is aYge define théheightof u, denoted by ), by the index: for

. . [ . i <e< N-—
based onC-basic chain scheme and successfully reduces %@Chu € Uy butu ¢ Uy, Foraninteger, 0 < e < N —1,

transmission overhead whenis very small.

IV. CAsSCADE CHAIN AND LAYERS

2) Partitioning Algorithm: Using the layer structure, we

e=eytec+ - +eq_1c¥ 4 eget =: [eo, €1, ,ed]

A. Layers and Special Nodes be thec-ary expansion ok, where0 < e, < ¢ for all t =

The key idea is to restrict the starting points or the endifty 1, ..., d. Then right layer nodes and left layer nodes can be
points of long intervals to bepecial nodegusers) on top of described as follows : the-th node inL is at-th right layer
the C-basic chain scheme. node if and only if

1) Layer Structure:Let ¢ be a positive integer satisfying
C = (¢ for some positive integef; as in the the skipping chain Co=er=-=e-1=0,
scheme. The special nodes are defined as follows: Startiggtl at-th left layer node if and only if
from the leftmost user, the user set

€ = €1 = " = €¢—1 =c—1.

R1 = { U0, Ue, U2e, Use, Udes - - - . e . .
pi= o 2oy Moo T ) Now we describe the partitioning algorithm by which each

is called thefirst right layerand the users in the set are calleéhterval consisting of consecutive non-revoked users can be
the first right layer nodesand partitioned into at most two subintervals. Recall that the
interval I, g starts fromu, and ends atig. Let w = ht(u,).

We first compare the length of the interval— o + 1 with

is called thefirst left layerand the users in the set are called’. If the length is shorter than or equal €@, then we don’t

the first left layer nodesinductively for positive integet < partition the interval. Otherwise, we find the highest right layer

L1 = { U1, U201, U3c—1, - - - }

[log. N — 1, the user set R: containing at least two nodes in the intervalt it w, then
partition the interval into one left cascade interval of maximal
R = {uo, ter, uger, User, Uger s - - } possible length starting from, and the rest, if any, which

is called thet-th right layerand the users in the set are caIIe(’jnake one right cascade_ mterval.tlf:_w, then partition the .
the t-th right layer nodesand interval into one or two right cascade intervals according to its

length. If ¢ < w, then we don'’t partition the interval because
L= { Ut _1, Ut _1,U3¢t _1,---} the interval itself is a right cascade interval.
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To be more precise, letv = [ag, a1, - ,a4] @and g = 1) Key Assignmenttn this scheme, the center assigns each
[Bo, B1,- -+, Ba]. Letw be the smallest integer satisfying, # user all possibleright section-keysand left section-keysn
0, i.e.,w = ht(u,). If there is no suchy, that is, ifa. = 0, then addition to his/her user-key of th&-basic chain scheme.
we setw = d. Let j be the largest integer satisfyirg # 3;, For eacht,0 < ¢t < d and for eachp =
i.e., B—a+1 < ¢t Then we partition,, s in the following  [po, p1, - - -, pa—1, pa) Satisfying
order:
po=p1=-=p—1=0,

o StepL If f—a+1<C,le., 1,z is aC-interval, then
do not partition the interval becausg s € S(c-pasic)- If  we defineRIét) by the set of consecutivé users starting from

8 —a+1>C, then go to Step 2. u, € Ry, that isRIét) =1, ,+ct—1, and call such an interval a
e Step 2 Find the largest integer > w, if exists, such right section. For convenience, we sef\” = {u,}. LetG :
that {0,1}* — {0,1}% be a pseudo-random sequence generator.
J _ J _ For eacht = 1,2,...,d, let g;(z) be thel-bit sequence from
D BT S a4 1L ((t — 1)¢ + 1)-th bit to ((t — 1)¢ + £)-th bit of G(x). For
1=t 1=t

convenience, we letg = hg, wherehq is the leftmosté-bit
, j i , i i sequence off defined in Section 3.2.
Let o := > i, and " == > 5, fic"™". Then,  cpopse a random kepk (" to RIS for eachp andt.

partition [, 5 Into 1o\ @nd Ix;15 if A 7 3, and do not fFirst the center constructs theth right cascade key chain
from RKﬁt) of lengthc as follows :

partition the interval otherwise, where

d 0 )y ._ ) 1 (t)
Y Bic —1 if o/ +2<8 <o +c 9 (RE,") = REG%, 9 (RIGY),
\ = i=t gf(RKl()t)), e, gtc_l(RKl()t))7

d
Z a;+dt -1 ifd+e< B <a' +2c. and assigns
i—t ,
gl(RK{") to all users of RIY

. . +jct
Note thatl, , is a t-th left cascade interval and that e

Ins1,5 is at-th right cascade interval. So, both are ifor eachj =0,1,...,c—1. Next, for eachy the center o
S(c-case)- If there is no sucht, then go to Step 3. structs the(t — 1)-th right cascade key chain fropf (RK,;’)
e Step 3 Find the largest such thatl < ¢ < w and of lengthc as follows:
; ; 9i-1(gl (RK), gi-1(g] (RKS)), ... gi-1(g] (RE[)),
D BT S a1 and assigns
i=t i=t

gi_1(g/(RK!)) to all users of RI/E:_jﬁJr(i_l)ct_l

Becaused — a +1 > C = /¢, sucht should exist. Let

o =39 aid v andp’ =37 Bicw. Ift =w foreachi=1,2,...c
i=w . i=w 7 . . .

ando” + ¢ < 3" < o' + 2¢, then partitionI, 3 into The (¢t —2)-th right cascade key chains are constructed from

In,1andl,s if p# B+1, and do not partition the each key (except the last) in theh and(¢—1)-th right cascade

interval otherwise, where key chains. For eachandk, 0 < j <c¢—2and0 < k < c—1,
the center constructs ttfe—2)-th right cascade key chain from
d k(] (®) .
_ g¢_1(g/(RK,")) of lengthc as follows:
p = Zaicz + T ) . A ) . ‘
i=w gtfz(gtfl(gf(RKét)))), 9i—2(9:—1 (g1 (RK;()t))))v
Note that bothl, ,—; and I, s are t-th right cascade ~--,9572(9571(9§‘(RK,(,”)))7

intervals and hence i -cqsc)- If t =w anda” +1 < , '

8" <’ +c orif 1 <t<w,then do not partition the and  assigns gi_,(gk_ (g7 (RK"))) to all users of

interval becausd,, s as at-th right cascade interval and}Bléfjizﬂwhl+(2.71)C,,,2 for eachi =1,2,...,c.

hencel, s € Sic-casc)- This process ends when it hits the ground layer. These keys
to be assigned to a right sectidhl,(f) are called theright
section-keysf REK".

B. Cascade Chain Scheme Let I, 3 be a right cascade interval and < 3 — p +

. . . azy i i - (t)
In this subsection, we propose the cascade chain schelme— ¢ Then we define thaight cascade keyRKPﬂ

with parameters” and ¢, denoted by(C; c-casc), based on corresponding td,,; as follows:

the C-basic chain scheme. The scheme reduces transmission REW _ geoger .. el RE®
. Tedit o5 = 90091 grt T (RKSY),
overhead whenr is very small by adopting right and left
cascade-keys which are the corresponding left and right caderes —p+1—c' = [eg,e1,. .., e]. The right cascade key

cade interval-keys, respectively. RK% is the induced key from a right section key B "
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Each usen,, receivesRK ,(,fljs for all possiblep’'s andt’s. 2) Encryption and DecryptionEncryption and decryption
Moreover, for eachs with 1 < s < ¢, all possibleRKﬁfLs's are basically the same as in thebasic chain scheme except
are also assigned ta,, wherer, = | % +1|c® — 1. Therefore, that right and left cascade-keys are introduced. In each session,
each user,, eventually receives all the keys corresponding tidie disjoint intervals inS ¢, ¢-casc),» Which covers all non-
all Rlpt)’s containingu,. These are the right section-keysrevoked users, are determined under the following rule:

From these keys, each non-revoked usef,jp can compute e Starting from the leftmost non-revoked user, find all

RK(t) disjoint intervals as in the basic scheme.

Left cascade-keys are constructed in a similar process. Fop To each such interval we apply the partitioning algorithm
eacht, 0 < t < d and for each\ = [Ag, A1,..., g1, d] above to obtain at most two intervals fic; ¢ -casc)-
satisfying The center then encrypts the session-key for each interval

Ao=A1=-=Xp_1 =c— 1, obtained in this way. In encryption, the interval-keys, same as

in the C-basic chain scheme, are used &intervals, while
we defineLIit) by the set of consecutivé users ending at the cascade-keys are used for cascade intervals.
uy € £y, thatis, LI = I,_, 41 5, and caII such an interval  If useru, belongs to &C-interval, thenu,, can decrypt the

a left section. For convenience, we ﬂ = {up}. session key and the message as in@hbasic chain scheme.
Let u,, belong to a-th right cascade intervdl, 5, wheres —
Choose a random keg K" to LI" for each\ andt. K 00
VKN A +1—ct =[eg,e1,...,e]. Recall that the right cascade key

First, the center constructs theh left cascade key chain from”

R (t) _ eo e . et—l
LKY) of length¢ as follows: corresponding td, 5 is RKP B gozgll (RK ) If
k—p+1<ct, thenu® knows RK, " from h|s/her user-key.
QLK) =LK, gh(LKk"), g2(LK ), Sou* can compute the right cascade-kays ). Otherwise,
letk—p+1—ct = [ag,a1,...,a]. Thenu, finds the largest

g LK), for which a, < e, and takeSgS 9ot gt Y (RKY) from
his/her user-key. Applyingyg°gi* - - - g5* ¢ to this key, u,
and assigns obtains

€o €1

ge gt gl gpt T (REM),

gl (LK) toallusers of LI,

which is the valid cascade—keny)%. Finally, letu, belong

for eachj = 0,1,...,¢ — 1. Next, for ea_lchj the ce(rg)ter to at-th left cascade interval, ,, whereA — a + 1 — ¢t =
constructs thet —1)-th left cascade key chain fropf (LK) [¢; ¢, ..., e,]. Recall that the left cascade-key corresponding
of length ¢ as follows: 0 I, 5 i LK( )A = googit gt Y LKD) f A — k41 <
c ; ot k (t) _ k
9 (g (LK(t))) 721 (g] (LK(“)) o gt'_l(gi(LKit)))a , thenu” knows LK’ from rzg/her user. key. Sa" can
compute the left cascade—keM{a?A. Otherwise, let\ — x +
and assigns 1—ct = [bo,b1,...,b]. Thenu, finds the largest for which
o by < e, and takesgbg“' - g™t (LK) from his/her
i (t) (t—1) s s s Js+1 t A
9i-1(g7 (LK)")) toallusers of LITT 4 ;i 1) user-key. ApplyinggS®g¢* - - - g%’ to this key,u,, obtains
for eachi = 1,2,...,c. This process ends when it hits the gL get gl gl 1(LK(t))
ground layer. These keys to be assigned to a left seufﬂéﬁ o _ ®
are called thdeft section-keysf LK. which is the valid cascade-keyK, .

Let I, » be a left cascade interval and< A\—a+1 < ¢!+,
Then we define théeft cascade- ke;LK( corresponding to C. Performance

I, as follows: In this subsection, we analyze efficiency - the transmission
® ey e y ) ® overhead, the computation cost and the storage size - of the
LK.\ =95"91" 9" (LK)"), cascade chain scheme with parameteasid C' = (c.

. 1) Transmission OverheadMe can easily bound the trans-
whereA —a+1—c" = [60’(6})’ oo _ mission overhead by2r since each interval between two
Each usew, receivesLK, ,'s for all possibleX’s andt's.  reyoked users can be covered by at most two disjoint subin-
Moreover, for eachs with 1 < s < ¢, all possibleL K S) A'S tervals inSic; ¢ -casc)- But we can do better.
are also assigned ta., wherer, = | = +1]c*—1. Therefore, It is clear that in any given session of the cascade chain
each user,, eventually receives all the keys corresponding techeme(C'’; c-casc), we can partition the sef of all users
all Llit)'s containingu,. These are the left section-keys. into disjoint blocks of typesB(1,1) and B(1,2), whose
Altogether, each user is assigned at most minimum lengths are2 and C' + 2, respectively, the last
interval of the non-revoked users possibly remained in the
end, and revoked users in between. HeéB¢l, 1) is a block
consisting of a subintervals ifi ¢ . -casc) and a revoked user
following immediately, andB(1,2) is a block consisting of
keys. The detail is discussed §4.3. two subintervals inS.c; ¢ -cqsc) @nd a revoked user following

d
2> {(c=1)(t+ 1)} +C=d(d+3)(c—1)+C

t=1
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immediately. The minimum length aB(1, 1) is attained by right section-keys are assignedQ. Since the same number
the blockOx and the minimum length oB(1,2) is attained of left section-keys are also assigned, we have the formula in
by the block consisting of &'-interval followed byO x, where the proposition, wher€' is the number of”-interval keys on

the first non-revoked user of the block is noty and the the ground layer coming from th€-basic chain scheme.m

last non-revoked user of the block is not &y. Because If we takec = 100,C = 1000 andd =4 (so¢ =10, N =

we are considering the worst case, we may assume thatcit! = 10 billion), then the storage size is me3esC.

revoked users are consecutive, that is, there are no revoked) Computation Costior aC-interval, at mostC' compu-
users between blocks. We may further assume that the flations ofh or 1’ are required, wherg’ is the rightmost-bit

and the last users are non-revoked. sequence off defined in Section 3.2. Fortath right cascade
Let » andy be the numbers of blocks of typé(1,1) and interval, (¢ +1)(c—1)+1 computations of;, g; 1, ..., g0, h
B(1,2), respectively. Then we have are required. The same holds for-¢h left cascade interval.
So,

z4+y=r and N>2z+(C+2)y+1=2r+Cy—+1, CCCiemcase) = MaX{ de+ ¢ — d, C'}.

H H H N-—2r—1 . . . .
which implies TO= z+2y+1 = r+y+1 <r+"=5—+1 < gjincer > d+1 in most cases, the computation cost is bounded
(1-&)r+g+1 Hence, ifr = 51 := &5, then TO=2s1+1.  py ¢,
But this is an upper bound and the real TO shoul®bg If

r=sy =, then TO= s + 1. So we may put D. Remark
251 — 1 1 If we adopt left cascade key chains, then user addition is
$1 Tt not easy because new left cascade keys from the newly added
10 _ if 0<r<s users should be assigned to the current users. However, if we
(Csencase) 59 — 251 + 1rJr s51(s2 — 1) use only right cascade key chains, then user addition as in
Sg — 81 53 — 81 the previous schemes is available. In this case, the storage
if 51 <7 <so. overhead is reduced (d + 3)(c — 1)/2 + C and the com-

ments. One is the line connectirig, 1) and (s1,2s;) whose @IS0 remains unchanged whern> s,, but it increases when

slope is close to 2, and the other is the line connedting2s,) " < s1- More preusely, t_he graph of thettr{ansm|ssmn overhead

and (s2,s2 + 1) whose slope is close to 1. Consequently$ Piecewise linear passing through +c*~*, (d—t+2)r+1)

TO is bounded by2r for all 7, and further by(1 + o)r if fOrt=1,2,....d—1and(sy,2r + 1).

r > N/(aC).
2) Storage SizeTo compute the storage size of the cascade V. SKIPPING AND CASCADE COMBINED

chain scheme is rather complicated. But we can do it by N this section, we combine the skipping chain scheme
counting the right section-keys for each user. and the cascade chain scheme. The skipping chain scheme

Proposition4: reduces the transmission overhead remarkably wheis

not very small while the cascade chain scheme performs
comparable to SD (in the transmission overhead) when
is very small. Combining the two schemes, we reduce the

d
SScicncase) =2 _(t+1)(c=1)+C = d(d+3)(c—1)+C.

=t transmission overhead even further down for very small
Proof: Let kx = [ko,#1,.--,kd), Where0 < k; < c. _ .
Then the user,, receives every right section-key assigned t§- Combined Chain Scheme
the right sections The combined chain scheme adopts punctured intervals and
RI@  pr-D skipping chains on top of the cascade chain scheme. To be
Kact Kacltrg_qcd=17 " more precise, let’, ¢ andp be the parameters introduced in the
RIV RI® skipping chain scheme as well as in the cascade chain scheme.
raclt--mre? T Racd - mictRo For the combined chain scheme with these parameters, denoted
At mostc — 1 right section-keys fromi-th layer are assigned by (C; ¢, p-comb), we enlargeS c; c -casc) 10
to the sectionRI'Y,. To RI'‘“"D . |, two kinds right i _
. FdC . KaCltrRa—1C . . (C; e,p=comb) +— S(C'C'casc) US(C‘cp'skip) =
section-keys are assigned: at mast 1 right section-keys T ’ 7
cascading fromi-th layer right section-keys and at mast 1 S(Cbasic) IS (e -case) IS(c,p-skip) -
right section-keys fron{d — 1)-th layer. So, atdinlc)JSI(c -1) SINCES(C: ¢ -case) C S(C:e.p-comp), ONE can make the number

right section-keys are assigned to the SeCﬂTﬁldcdﬂdilcda- of disjoint subintervals inS(c. .., -coms), Whose union cov-
In general, at mostd — t + 1)(c — 1) right section-keys are ers all non-revoked users, not bigger than that of disjoint

assigned to the sectioﬂlii)cd+__% . Unlesst = 0, in which  subintervals inS ¢, ¢ -casc), Whose union also covers all non-
case the maximum number of rfght section-keys assignedrévoked users, in any given session. Thus, it is obvious that the
d(c —1). So altogether, transmission overhead of the combined chain scheme is less
de1 d than or equal to that of the cascade chain scheme. In order to
t+1)(c—1)+d= Z(t +1)(c—1) avoitf unlnecessary complication, we describe the scheme for
t=0 t=1 p=1only.
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1) Partitioning Algorithm: The partitioning algorithm of  3) Encryption and Decryption Encryption and decryption
intervals in the combined chain scheme is basically the same basically the same as in the cascade chain scheme except
as that in the cascade chain scheme. But additional stépat 1-punctured interval-keys are introduced. In each session,
are necessary to take care of punctured intervals. Note ttta disjoint intervals inS(c; ¢ 1 -coms), Which covers all non-
(1—)puncturedc-intervals are included i ¢ ¢,1 -coms)- This revoked users, are determined under the following rule:

partitioning algorithm can cover a set of consecutive USers, The first interval starts from the leftmost non-revoked
including at most one revoked user with at most 4 subintervals ser and each of the following intervals start from the

in Sc; ¢,1-comb)- ) first non-revoked user, say,, after the previous interval.
Starting from the leftmost non-revoked user, we find two o |f the first revoked user., afteru,, is followed by another

revoked users, andugy;. If v = ory > a+C+c, partition revoked user., , 1, then partition/,, ,_, into at most two

I.~—1 according to the partitioning algorithm of the cascade g pintervals NS¢ ~case) C S(Cs et -comb)-

scheme in§3.3, respectively. I > v andy < a+C+¢, o |fthe first revoked uset., afteru,, is followed by a non-

then we apply the following algorithm 14, 5., to find the revoked user, then take the subintervaldi:. .1 -coms)

left most interval inS(c; c,1-comp)- Then we reset, -, and from 1, 5.~ as described in the above algorithm, where

G+ 1, and repeat the process. In the following algorithm, we ug41 is the next revoked user after,.
denote byag and~g the first digits ofa and~ in their c-ary
representation, respectively.
e Step I If B—a+1 < ¢, do not partition the interval as
Iop,~ € See1-skip)- If B—a+1> ¢, then go to Step
2

Once the center determines these disjoint intervals, the rest
of encryption and decryption process is just the combination
of those of the cascade chain scheme and the skipping chain
scheme.

e Step 2 If vy < o+ ¢ —1 then take
B. Performance

Ina—agte—1;~ if vy<a—ayg+c—1
and > a+2c In this subsection, we analyze efficiency - the transmission
Ioy—1 if y=a—ap+c—1 overhead, the computation cost and the storage size - of the
and 8> a+2c combined chain scheme; ¢, 1-comb), whereC = lc.
Tnate—1;+ if y>a—ap+c—1 1) Transmission Overheadt is clear that the transmission
or B<a+2c overhead of the combined chain scheme is bounded above by

as one partition. Note thalt, o—ag+c—1:ys Lasate 1y € 2r, which is an upper bound of the transmission overhead
, , _ of the cascade chain scheme, when> 0. We prove that
S(c,l -skip) and Ioz,’yfl € S(C'Im,szc)- If V= a+c L, L
then go to Step 3. the transmission overhead reducgs tq roug§1y to r, and
e Step3 Ifatc—1<~<a+C+c then take then eventually tof asr grows, which is an upper bound of
- ' the transmission overhead of the skipping chain scheme with
To,a—ap+Cte—1;+ ify<a—-ag+C+c—1 p = 1. (For generalp, the transmission overhead reduces to

andy > a+C pfh asr grows.) In order to prove this, we introduce several
Ioqy—1 if ap=0,7%=0 types of blocks. In the following, we regard, for convenience,
ory<a+C any interval consisting of less thanconsecutive non-revoked
Ioa+c-1:+ otherwise users and one revoked user at the end also as a 1-punctured
as one partition. interval and include such intervals 8¢ ¢ 1 -comp) @s we did

In the above algorithm, at each step, we take the interJq$3-3- A block of typeB(a, b) in the combined chain scheme
iN S(c 1 -comp) Of Maximum possible length except for thelC; ¢, 1-comb) consists ofb intervals in Sic;c1 -comp) and

following case: possibly a revoked user at the end, containingvoked users
altogether.
Y<a-agt+c—landfa+ e B(2,4):ablock consisting of 4 intervals iS¢ ¢, 1 -coms)
in which case we takd, o_q,+c—1;y instead ofl, q4c—1;y containing 2 revoked users.
to use a right cascade interval next time. e B(2,3):ablock consisting of 3 intervals i c; .1 -comp)
Under this algorithm, it is clear thak, g, can parti- containing 2 revoked users.
tioned into at most four subintervals. e B(1,1): a block consisting of a 1-punctured inter-
2) Key Assignment:Each user is assigned all keys val in S c1-compy OF @ non-punctured interval in
from key chains of three typesC-basic chains, skip- S(c;e,1-comp) followed by a revoked user.
ping chains of length at mostt and right/left cas- e B(2,1): a block consisting of a 1-punctured interval in
cade chains. LetF : {0,1}* — {0,1}»t2+d¢ pe a S(c; .1 -comp) @nd another revoked user at the end.
pseudo-random sequence generator and derdgte) = e B(3,4):ablock consisting of 4 intervals i ¢, ¢,1 -comp)
ho(z)||h1(@)|] - - - ||hp(@)|lg1(2)]] - - - |lga(2)]|W (z) for = € containing 2 revoked users and one more at the end.

{0,1}*, whereh;(z)'s, g:(x)'s andh/(x) are(-bit sequences. e B(3,3):ablock consisting of 3 intervals i c; .1 -comb)
Letting go = hg, the key generation for the three types of  containing 2 revoked users and one more at the end.
key chains are exactly the same as describgj?i8, §3.2 and e B(2,2):ablock consisting of 2 intervals i c; ¢,1 -comb)
§4.2, respectively. containing a revoked users and one more at the end.
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In any given session, we can partition the fedf all users e Step 6

into disjoint blocks of the above types and possibly another If » =0 thenB(0,1) is left.
block of type B(0, 1), B(1,2) or B(1,3) in the end, together If r=1andi =2 thenB(1,2) is left.
with those revoked users located between the blocks. Since our If r=1andi = 3 thenB(1,3) is left.

purpose is to compute the transmission overhead in the WQgjte that above algorithm covers all possible cases because
case, we may assume that there are no revoked users betwegih subinterval has 0,1, or 2 revoked users. Roughly speak-
the blocks. One may wonder why we allai#(0,1), B(1,2) ing, the algorithm first checks whether a given interzat I

and B(1,3) to appear only in the end. The reason is simplgs 5 plock of the above types. If yes, then the algorithm resets
For example, the minimum length @#(1,2) is C'+2, which 7 . 1, and if not, then it reset§ «— I U I,. The algorithm

is attained by aC-interval followed byO>< This yields the then checks the same for the néwif yes, then the algorithm
transmission overhea®l- for 0 < r < C 5. But this type of regets7 — I3; and if not, then it reset§ « I U I5. The

blocks cannot be neighbors as we can see later. So if we lookgforithm then checks the same for the nEwand so on.
B(2,4) instead of twaB(1, 2), then we can improve the bound
of the transmission overhead because the minimum length ofn the following, we determine the shortest length for each
B(2,4) is ¢ +C +c+2, which is much longer tha(C' +2). type of the blocks described above. To this end, we first
In this way, we can prove that the transmission overhe&d is introduce two types of intervals, namé&d and72.
for 0 <r < 28— and ¥ for - 2— <r < 2. o T1: I,z With u, ¢ 4y such thatC' +2 < |1, 5.,| <

C +cand

The disjoint blocks can be determined uniquely according

the following algorithm: atC<ysisf<atC+o
wherel := a+ C +¢c— ag — 1 andqy is the firstc-ary
digit of a. S0T'1 consists of aC-interval followed by a
1-punctured interval. Note thaty, € £, anduy1; € R;.

o 12: I,,.5Withu, € Ry andc®+2 < |I,,.5| <c*+c
such that

e Step I Using the partitioning algorithm described
in the previous subsection, find disjoint subintervals
I, I, 1, € S(c; e -comp) Whose union covers all
non-revoked users. Note that we enlarg®g. . 1 -comp)
by inserting all those intervals each of which consists
of less thanc consecutive non-revoked users and one p+E<s<o<p+c®+e
revoked user at the end. For eath we definel; by
including the first revoked user immediately following, if So, T2 consists of a long interval,, ,. .._; of length¢?

exists. followed by a 1-punctured interval.
e Step2 Set p = 0, bb = b = -+ = ConsiderTl UT?2, whereT1l = I,5., andT2 = 1I,,.5
bz 0, where by,by,...,b; denote the numbers with p = X + 1. Then we need exactly four subintervals in

of B(2,4), B(2,3), B(1,1), B( 1), B(3,4), B(3,3) and ¢, . | -comp) t0 COVErl, ... 5. The four subintervals are:
B(2, 2) respectlvely Herg: represents the index of the

disjoint subintervaldy, I, . . ., In. Ioavc-1, Laten;ys Lpprez—1, Lpre2o;s-
e Step 3 Setr =0, I = () andi = 0. Herer is the number
of revoked users and is the number of subintervals in
current blockl.
e Step4d p—pu+1.If p<m,thenl — TUIl,, i —i+1
and compute the number of the revoked users id.
Otherwise goto Step 6

We now considerT'l U T'1, which is another candidate for
B(2,4). More precisely, letl, 3., is followed by I, g ../
with o/ = 3+1. Then we can covef, ., ., by exactly three
subintervals inSic; ¢ 1 -comp)- The three subintervals are:

Ia,(x+C—la Ia-‘rC,)\ Ha%) I)\+1,—y’—1~

e Step 5
Case 1li=1 So, countingu.,, at the end, this is &2, 3) block of minimal
If =0 then goto Step 4. possible lengtRC + 4. In this way, one can easily check that
If » =1 thenbs = b3 + 1 and goto Step 3. no B(2,4) block can be shorter than those intervals of the
If =2 thenby = by + 1 and goto Step 3. form T1UT2. So, miB(2,4)| = c® + C +c + 2.
Case 21 = 2 (in this caser # 0 becauseB(0, 2) Next, let al'l, sayl, g~ of lengthC +c, be followed by a
cannot exist.) 1-punctured interval, g, of lengthc with o’ = 5+1. Such
If » =1 then goto Step 4. an interval requires exactly three subintervalsSig. . 1 -coms)
If =2 thenb; = b7 + 1 and goto Step 3. to be covered. This is clearly the shortest among B(2,3) blocks
Case 37 =3 B(2,3) and hence miB(2,3)| = C + 2c.
If »r =1 then goto Step 4. Any 1-puncturedc-interval is a block of typeB(1,1) with
If r =2 thenbs, = by + 1 and goto Step 3. minimal lengthc while O x x is the block of typeB(2, 1) with
If » =3 thenbs = bs + 1 and goto Step 3. minimal length3.
Case 4: = 4 (in this caser # 1 because B(1,4) The minimum length ofB(3,4) blocks is minB(3,4)| =
cannot exist.) c? + C + 5 and this occurs when @1 of lengthC + 2 is
If r =2 thenb; = by + 1 and goto Step 3. followed by a72 of lengthc? + 2 and then by a revoked user

If r =3 thenbs; = b5 + 1 and goto Step 3. at the end. In other words, This is the case wheTt-mterval



IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. , NO. , JANUARY 2008

is followed by O x, a long interval of length?, andOx x in

order.

The minimum lengths oB(3, 3) blocks andB(2, 2) blocks
are minB(3,3)| = C+c+3 and mifB(2,2)| = C+3. They
occur when &'l of lengthC + ¢ is followed by Ox x and a

C-interval followed byO x x, respectively.
we obtain:

Summarizing the above,

Figure 6 illustrates3
minimal length.

A+C+c+2
C+2c

c

3

A+C+5
C+c+3

C + 3.

° ° ° °
B(2’4):‘u OO © S ‘
it T
= {c C c
L AN J
T1 T2
° ° °
B(3,4)Z‘u 0 u‘
|
it > 111
L AN )
T1 T2
° °
o o 1
C=4lc ¢ c C=/lc c
N/
T1 T1

Figure 6. Blocks of typesB(2,4), B(2,3), B(3,4)
and B(3, 3) with minimal length

Note that the minimal length of the block of type(e, d)

can be written as

|B(€,0)] =€eC +€(0 —2)(c—1)+€e+1,

where (¢,0) = (0,1),(1,2) or (1,3). A singleton consisting
of one non-revoked user is of typgg(0, 1) with the minimal

length 1. A block consisting of &'-interval followed by© x

is of type B(1,2) with the minimal lengthC' + 2. A block
obtained fromB(3, 3) by removing the last two<’s is of type

B(1,3) with the minimal lengthC' + ¢ + 1.

We now compute the transmission overhead in the worst N
case for eachr. As a matter of fact, we are going to compute
a close upper bound of it and take that upper bound as
TO(r) = TO(¢; c,1 -comp)- It is Clear that the worst case occurs

14

and aB(1,1), B(3,3) by threeB(1,1)’s, and B(2,2) by two
B(1,1)'s. We can do this because in each replacement the sum
of the minimal lengths of the replacing blocks is smaller than
the minimal length of the replaced block.

Let's denote the numbers oB(2,4), B(2,3), B(1,1),
B(2,1) and the last block byr,y,z,w and v, respectively,
wherev =0 orl. Leta=c?>+C+c+2 andb = C + 2c.
Then:

r=2x+2y+z+ 2w+ ev
N >ax+by+cz+ 3w+ xv
TO=4z+3y+ z+ w + dv,
wherex = |B(¢, d)|. We set
2N 2N 2N

N and
 rgi=——, rgi= — Ty = —.
a’ b o? ¢ 3

r =

Case 1)r <ry:

The worst case occurs when all blocks are of typ@, 4).
Soy =z =w =0 and hence
TO =4z +0v =2r — 2ev + v < 2r + 1.
We ignore the constant terinin the right hand side and take
TO(r) :==2r for 0<r<r.
Case2)ri <r<ry:

The worst case occurs when all blocks are of typ@, 4)
or B(2,3). Soz =w = 0 and hence

TO =4z+3y+ov=3x+y) +z+v
3(r—ev) 1 b(r —ev)

< I S

- 2 +a—b<N 2

< 3_ b r+ N +2

~\2 2(a-—0) a—b
Again we ignore the constant term 2 in the last quantity and
take

—XI/) + ov

TO(r) := (2 - 2(ab— b)) rt a]jb

This is the line connectingr, 2r1) and(rs, %rg) whose slope
is about3.

for r <r <.

Case 3)ro <r<rs:

The worst case occurs when all blocks are of type
B(2,4),B(2,3) or B(1,1). Sow = 0. Supposer # 0. Then
by replacingz by 2’ = — 1, y by ' = y + 3 and z by
Zz' = z — 4, we can construct a session that requires larger
transmission overhead with the sameSo we may conclude
that z is also O in the worst case and hence
TO =3y+z+ov=2y+z+y+dv
—c(r —ev) — xv
b—2c

< (1 ¢ L B
- b—2c " b—2c '

<(r—ev)+ + ov

when all the blocks are of minimal lengths. Furthermore, we

may assume that there are only four types of blocks, nam
,1), andB(2, 1) (and possibly one block

B(2,4),B(2,3), B(1

of type B(e, d) in the end) by replacind?(3,4) by a B(2,3)

(§9 we may take

c N
TO(r) := <1_b—2c)r+b—20

for ro <r <rs.
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This is the line connectingrs, 3r2) and(r3,r3) whose slope  2) Storage Size and Computation Co$he storage size of

is about 1. the combined chain scheme is the sum of those of the skipping
chain scheme and the cascade chain scheme, that is,
Case 4)rs <r <ry: (c—1)(c—2)
Similarly to the previous case, we have= y = 0 in the SScset -comb) = 2 +d(d+3)(c—1)+C.

worst case. Hence The computation cost is the larger than those of the two
schemes. Hence

2
TO :Z+w+§U:Z+ w+§+51/
r—ev 1 3(r—ev) CCe:e1 -comp) = max{C,de + ¢ — d},
< 4 N——~— 7 _ XV) + v L . .
2 2c—3 2 which is C' in most cases sincé> d + 1.
(-2 )re
=\2 4-6)" T2-3""
So. we take VI. SECURITY PROOF
As explained in Section 2.1, to achieve the revocation-
TO(r) := (1 _ 3 ) r+ N for r3 <r<r,. scheme security, it is enough to show that our key assignment
2 4c—6 2c—=3 scheme satisfies thkey-indistinguishability: Let B be an

adversary that selects a subgeof the set of all users and

. . . 1
This is the line connectingrs, r3) and(ry, 574) Whose slope obtains & (u) for eachu ¢ S. We say the key-assignment

is about?. Lo o : " .
2 algorithm iskey-indistinguishablé& the probability that given
Proposition5: In the  combined  chain scheme_the sul:_us_et-kej( of S from a random keyR i of similar length
(C; e, 1-comb) with C = Le, £ > 2 and e > 4, 1S nggllglble. . o )
First, we consider the skipping chain scheme. We assume
2r that the function
if 0<r<nr
3rg —4r T2 H {0, 1}€ — {0, 1}(p+2)€
2(rg — 1) 2(ro —11) in the scheme is a pseudo-random sequence generator such
if 71 <r<72 that the probability that any probabilistic polynomial time
TO(c;c 1 -comb) = | 213 —3r2 273 algorithm to distinguish an output &f from a random string
2(rs—r2)  2(rz—r2) of similar length is negligible. Let be the
if ro <r<rs
ra 213 r+ 1374 € := Advy = max | Pr[A(H(r)) = 1] — Pr[A(+') = 1]|,
2(7’477"3) 2(7"47:!‘3)
if r3 <7 <74 where the probability is over the random coins.éfand the
where random choices of « {0,1}", r’ <—.{O,_1}.»(P+2_)‘. -
The adversary3 against the key-indistinguishability needs
o= 2N - 2N T3 = N to distinguishi/(K) for the subset-keyK of .S from a random
?+C+c+2 C+2 c key Rx of similar length. Then there exists € {0, 1}

ON such thatK' = hg, -+ he,(r), 1 < t < max{C,c}, and

and 1y = —. 0 < ai,...,a; < p. We denote byH®(r') the value

3 obtained by removing the leftmoét+1)-th ¢ bits from H(r’)

for v/ € {0,1}¢ and H;(r) := H(%)(h,,_, - hq,(r)) for

With ¢ = 100, C' = 10c = 1000 and N = ¢* = 100000000, j=1,...,t and Ht/+1<r) = H®+tD(h,, ---hy, (r)). Note
the transmission overhead is approximately : that all the keys that the adversayreceives are information-
theoretically independent frorfk or can be computed from

2r if 0<r< 18000 H;(r) for j =1,...,t. Then the advantage & is
1.44r 410000 Advgp == |Pr[B(H1(r), ..., Hip1(r), W' ha, -+ hay (1)) = 1]
TO(1000; 100,1 -comb) = 0.90:4_11883805 r < 167000 —Pr[B(H(r),...,Hy1(r),7") = 1”,
if 167000 < r < 1000000 where the probability is over the random coins®fand the
0.497 + 500000 random choices of, 7’ from {0, 1}*.
if 1000000 < r < 66667000. Now we estimate the advantage #f By the pseudo-

randomness off, we can see that
In most known schemes, it is better to give the decryption ,
key for each non-revoked user once the number of revok&d= | Pr[B(H1(r), ha, (r)) = 1] = Pr[B(r1,r}) =1][ < ¢,
users exceedd . However, in our scheme above, we can usghere the probability is over the random coinsfand over
the scheme until the number of revoked users reaélfes  the random choices of r;, 7} from {0,1}¢, {0,1}®*V and
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{0,1}¢, respectively. Next, by applyingl to the second input for ' < 4 ~ 0.018 and the graph of TQo00;100,1-skip) fOr

of B, we have ' > 7l ~ 0.167 while beats both for! < ' < r,. Note that
e2 = | Pr[B(H:(r), Ha(r), hayha, (r)) = 1] TO(1000;100,2-skip) IS the best for’ > rz = 1.
— PrB(r1,72,74) = 1]| < 2 To make more precise comparison, we calculated more

precise bound for the transmission overhead of SD scheme.
wherer — {0,1}, r1, 75 < {0,1}®D¢ andr) — {0,1}*. We choose meaningful points with= N/2, N/4,... N/2

By induction, we can see and compute bounds of the transmission overhead for chosen
ints. i < 2=l =X
i1 = |PAIBURL(). o, Hipa (1), B by (1) = 1] POIMS: The Tesultis T@p) < = when 7 = o, for
(3 —a -
—Pr[B(rl,...mtJrhﬂH):1]| < (t+1)e, -2
wherer — {0,1}¢, r1,..., 741 «— {0,1}»+Df and s’ -
{0,1}*. That implies also A
3.106 SD(= 27 — 1)
€01 = |Pr[B(Hy(r), ..., Hipa(r),r") = 1] e

—Pr[B(rl,...,rt+1,r£+1) = 1]| < €441, 5100 Lehip,
where r,r" — {0,1}, r1,...,rp1 «— {0,1}»+D and 2.106 reom?
r.1 — {0,1}*. By a hybrid argument, we havadvp < ‘ ok
€t+1 + 6;_,'_1 S Z(t + 1)6 S QmaX{C, C}G. %JOG /

In the combined scheme, we consider a pseudo-random .
generator '
H:{0,1}* — {0,1}Fd+2)¢ 1108 -

with the distinguish probabilitye. Since there are at most _oor,

max{dc + ¢ — d,C} applications of one-way permutations, oo 1om 1o 20w 25%  aom N

all the keys thaf5 receives are information-theoretically inde-  Eigyre 7. TO for N = 10 in the worst case
pendent fromK or can be computed from at masix{dc +
c¢—d, C'} subset-keys generated b from the same seed. By y

the hybrid argument similar to the skipping chain schemes, 3°° e
the advantage oB is bounded by2 max{dc+c—d,C}e. The . e
cascade chain scheme is similar except the output siZé. of 210 :
2.106 . )
VII. DISCUSSION Lo

0.55% _
N this section, we compare the efficiency of our schemes =

with that of SD and discuss some practical issues. s

1.106 . Zskip
A. Comparison 1.106
6. .
We present a comparison of our proposed schemes with the \ Loor
best known scheme - SD. Table | compares the transmission Y

0.5% 1.0% 1.5% 20% 2.5% 3.0%

qverheads in the worst case, the storage sizes and the computa-Figure 8. TO for N = 10% in average case
tion costs of our schemes and SD whEn= 108. We assume

that every key in a user-key set is 128 bits. In each column, the

minimum values are written in italic. From the table, we can )

see that the cascade chain schefh@0; 100-cascade) and B- Practical Remarks
SD have the smallest TO wher approaches to 0, and the 1) User Addition: The skipping chain scheme possesses an
skipping chain schem¢1000; 100, 1-skip) has the smallest advantage that user addition is possible at any time almost free.

TO whenr’ increases, where’ = %(%). However, the In SD or LSD, once the system has launched and saturated,
combined schemé&1000; 100, 1-comb) has the least TO all no user can be added without introducing a new tree. On the
the time. other hand, the skipping chain scherf; ¢, p-skip) allows

Figures 7 and 8 compare the transmission overheads of any number of user additions without changing the keys of
schemes (1000;1004kip), (1000;100,2skip), (1000;100- the current users. To add one new user to the system, the
casc) and (1000;100,komb) with that of SD, in the worst center places him/her at the end of the line, computes the
case and the average case, respectively. Note that the dateoimesponding user-key and sends it to the new user. This
the worst case are the theoretical upper bounds of TO. Tiecess requires neither interaction nor key update of the
data of the average case were obtained by simulating withrrent users. Note that the cascade chain scheme does not
randomly chosen revoked users. The small box in Figure 7gessess this property and hence the combined chain scheme
enlarged in Figure 9 to compare TO's for small The graph does not, neither. Observe that, however, user addition is still
of TO(1000;100,1-comp) follows the graph of TQgoo;100-casc)  f€@SIbIE UNless left cascade key chains are introduced.
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TABLE |
PERFORMANCE COMPARISON WHENN = 108, WHERE ' = 1907 (96). (IN EACH COLUMN, THE MINIMUM VALUES ARE WRITTEN IN ITALIC )

Scheme TO (Mbits) for /(%) SS cC
0.001% | 0.001% | 01% | 1% | 5% | 10% | 20% || (KBytes) || (Hashes)
(1000-basic) 12.9 14.1 25.6 141 | 652 | 1290 | 2570 1.60 999
(1000; 100, 1-skip) 12.9 14.0 243 128 | 380 | 695 | 1330 93.6 999
(1000; 100-cascade) 0.256 2.56 25.6 141 | 652 | 1290 | 2570 445 999
(1000; 100, 1-comb) 0.256 2.56 19.7 128 | 380 | 695 | 1330 122 999
SD 0.256 256 25.6 253 | 1210 | 2280 | 4000 117 27
0 can fit in as good as any other schemesotpkey restriction,
1 Vi which was introduced in [4]. On the other hand, if the user
device provides large storage like set-top boxes, PC's and CD
or DVD players, and the transmission is expensive, then one
hrs b o —F Loy can us€C; ¢, p-skip) or (C; ¢, p-comb) with largec, in which
‘ 2 the transmission overhead becomes less thasr > p*N/e.
E = (v}, r3)
VIIlI. CONCLUSION
N this paper, we proposed broadcast encryption schemes
based on the idea ‘one key per each partition’ after
partitioning the users. They are the skipping chain scheme
(C; e, p-skip), the cascade chain schent€’; c-casc), and
* scale (-axis : y-axis= 100 : N) . .
ebin e DB the combined chain schem&;c, p-comb). The scheme
dhip i C oD B G (C; ¢, p-skip) has very small TO ifr is not very small. The
“ wcasc:O > A B o F scheme(C; c-casc) has the same TO with the SD when
y «lcomb:0 A DB H is very small. Combining the two scheme, we achieved the
. # B =(sh,251)5 C=(0,51); D= (rh, 252) smallest TO for allr.
o ot ae 1y USRS 0072 %G00 s ¥ Tho Moreover, our schemes may fit in to various broadcast
o ' ‘ environment by varying system parameters. That is, we can
o b - 1oor optimize the transmission overhead, the computation cost or

N
Figure 9. The graph of T@Qr) - an approximation,
wherer’ = 190~

the storage size by adjustir@ ¢ andp suitably.
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