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Abstract. We develop a criterion for determining normal bases, and by making use of necessary
lemmas refined a little from [3] we further prove that the singular values of certain Siegel functions
form normal bases of the ray class fields over all imaginary quadratic fields other than Q(

√−1) and
Q(
√−3).

1. Introduction

Let L be a finite Galois extension of a field K. Then from the normal basis theorem([14]) we
know that there exists a normal basis of L over K, namely a basis of the form {xγ : γ ∈ Gal(L/K)}
for a single element x ∈ L.

Okada([9]) showed that if k ≥ 1 and q > 2 are integers such that k ≡ 1 (mod 2) and T is a set
of representatives for which (Z/qZ)× = T ∪ (−T ), then the real numbers

(
1
π

d
dz

)k(cotπz)|z=a
q

for

a ∈ T form a normal basis of the maximal real subfield of Q(e
2πi
q ) over Q. Replacing the cotangent

function by the Weierstrass ℘-function with fundamental period i and 1, he further obtained normal
bases of the class fields over the Gauss’ number field Q(

√−1)([10]). This result was due to the
fact that the Gauss’s number field has class number 1, which can be naturally extended to any
imaginary quadratic field with class number 1.

After Okada, Taylor([13]) and Schertz([11]) established the Galois module structures of the rings
of integers of certain abelian extensions over an imaginary quadratic field, which are analogues of
the cyclotomic case([8]). They also found normal bases by the special values of modular functions.
And, Komatsu([4]) considered certain abelian extensions L and K of Q(e

2πi
5 ) and constructed a

normal basis of L over K by the special values of Siegel modular functions.
In this paper we shall present normal bases of the ray class fields over all imaginary quadratic

fields(6= Q(
√−1), Q(

√−3)) in terms of the singular values of certain Siegel functions(Theorem 4.5
and Remark 4.6) by applying a criterion for determining normal bases which will be developed in
section 2.

For any pair (r1, r2) ∈ Q2 \Z2 we define a Siegel function g(r1,r2)(τ) on H(the complex upper half
plane) by the following Fourier expansion

g(r1,r2)(τ) = −q
1
2
B2(r1)

τ eπir2(r1−1)(1− qz)
∞∏

n=1

(1− qn
τ qz)(1− qn

τ q−1
z )(1.1)

where B2(X) = X2 − X + 1
6 is the second Bernoulli polynomial, qτ = e2πiτ and qz = e2πiz with

z = r1τ + r2. Then it is a modular unit in the sense of [6].
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Let K 6= Q(
√−1),Q(

√−3) be an imaginary quadratic field of discriminant dK and OK = Z[θ]
be the ring of integers with

θ =

{ √
dK
2 for dK ≡ 0 (mod 4)

−1+
√

dK
2 for dK ≡ 1 (mod 4).

In what follows we denote the Hilbert class field and the ray class field modulo N of K for an

integer N ≥ 2 by H and K(N), respectively. In [3] we showed that the value x = g
−12N

gcd(6,N)

(0, 1
N

)
(θ) is a

primitive generator of K(N) over K except possibly finitely many cases. We achieved this result by
showing that the absolute value of x is the smallest one among all its conjugates.

In this article we will prove that the conjugates of a high power of x form a normal basis of K(N)

over K by applying Lemma 4.2∼4.4 originally investigated in [3]. On the other hand, we shall
manipulate the action of Gal(K(N)/K) on x by following Gee’s idea([2]) which will be summarized
in section 3.

2. A criterion for determining normal bases

In this section let L be a finite abelian extension of a number field K with G = Gal(L/K) =
{γ1 = id, · · · , γn}. Further we let | · | be the usual absolute value defined on C.

Lemma 2.1. A set of elements {x1, · · · , xn} in L is a K-basis of L if and only if

det
1≤i,j≤n

(
x

γ−1
j

i

) 6= 0.

Proof. Straightforward. ¤

By Ĝ we denote the character group of G. Then we have the Frobenius determinant relation:

Lemma 2.2. If f is any C-valued function on G, then
∏

χ∈Ĝ

∑

1≤i≤n

χ(γ−1
i )f(γi) = det

1≤i,j≤n

(
f(γiγ

−1
j )

)
.

Proof. See [7] Chapter 21 Theorem 5. ¤

Combining Lemma 2.1 and Lemma 2.2 we derive the following proposition:

Proposition 2.3. The conjugates of an element x ∈ L form a normal basis of L over K if and
only if ∑

1≤i≤n

χ(γ−1
i )xγi 6= 0 for all χ ∈ Ĝ.

Proof. For an element x ∈ L, set xi = xγi for 1 ≤ i ≤ n. Then we get that

the conjugates of x form a normal basis of L over K

⇐⇒ {x1, · · · , xn} is a K-basis of L by the definition of a normal basis

⇐⇒ det
1≤i,j≤n

(
x

γ−1
j

i

) 6= 0 by Lemma 2.1

⇐⇒
∑

1≤i≤n

χ(γ−1
i )xi 6= 0 for all χ ∈ Ĝ by Lemma 2.2 with f(γi) = xi.

¤
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Now we present a simple criterion which enables us to determine whether the conjugates of an
element x ∈ L form a normal basis of L over K.

Theorem 2.4. Assume that there exists an element x ∈ L such that

(2.1)
∣∣∣∣
xγi

x

∣∣∣∣ < 1 for 1 < i ≤ n.

Then the conjugates of a high power of x form a normal basis of L over K.

Proof. By the hypothesis (2.1) we can take a suitably large integer m such that

(2.2)
∣∣∣∣
xγi

x

∣∣∣∣
m

≤ 1
#G

for 1 < i ≤ n

where #G is the cardinality of G. Then for χ ∈ Ĝ we have∣∣∣∣
∑

1≤i≤n

χ(γ−1
i )(xm)γi

∣∣∣∣ ≥ |xm|
(

1−
∑

1<i≤n

∣∣∣∣
(xm)γi

xm

∣∣∣∣
)

by the triangle inequality

≥ |xm|
(

1− 1
#G

(#G− 1)
)

=
|xm|
#G

> 0 by (2.2).

Therefore the conjugates of xm form a normal basis of L over K by Proposition 2.3. ¤

3. Action of Galois groups

We shall investigate an algorithm for finding all conjugates of the singular value of a modular
function, from which we can determine the conjugates of the singular values of certain Siegel
functions due to [2] and [3].

For a positive integer N let FN be the field of modular functions of level N defined over N -th
cyclotomic field over Q. Then FN is a Galois extension of F1 = Q(j)(j =the elliptic modular
function) and its Galois group is isomorphic to GL2(Z/NZ)/{±12}([12], [7]).

Throughout this section we let K 6= Q(
√−1), Q(

√−3) be an imaginary quadratic field with
discriminant dK and define

θ =

{ √
dK
2 for dK ≡ 0 (mod 4)

−1+
√

dK
2 for dK ≡ 1 (mod 4).

(3.1)

Under the properly equivalent relation, primitve definite quadratic forms aX2 + bXY + cY 2 of
discriminant dK determine a group C(dK), called the form class group of discriminant dK . We
identify C(dK) with the set of all reduced quadratic forms, which are characterized by the conditions

(3.2) −a < b ≤ a < c or 0 ≤ b ≤ a = c

together with the discriminant relation

(3.3) b2 − 4ac = dK .

From the above two conditions for reduced quadratic forms we have

(3.4) 1 ≤ a ≤
√

−dK
3 .

Then it is well-known that C(dK) is isomorphic to Gal(H/K)([1]). For a reduced form Q =
aX2 + bXY + cY 2 of discriminant dK we define

(3.5) θQ =
−b +

√
dK

2a
.
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Furthermore, we define βQ = (βp)p ∈
∏

p : prime GL2(Zp) as

βp =





(
a b

2
0 1

)
if p - a

(− b
2 −c

1 0

)
if p | a and p - c

(− b
2 − a − b

2 − c
1 −1

)
if p | a and p | c

for dK ≡ 0 (mod 4)(3.6)

and

βp =





(
a b−1

2
0 1

)
if p - a

(−b−1
2 −c
1 0

)
if p | a and p - c

(−b−1
2 − a 1−b

2 − c
1 −1

)
if p | a and p | c

for dK ≡ 1 (mod 4).(3.7)

Let irr(θ, K) = X2 + BX + C ∈ Z[X] and N ≥ 2. Considering the group

WN,θ =
{(

t−Bs −Cs
s t

)
∈ GL2(Z/NZ) : t, s ∈ Z/NZ

}

we have an isomorphism Gal(K(N)/H) ∼= WN,θ/{±12}([2]).

Proposition 3.1. Let K 6= Q(
√−1), Q(

√−3) be an imaginary quadratic field and N ≥ 2. Then
we have an isomorphism

WN,θ/{±12} · C(dK) −→ Gal(K(N)/K)
α ·Q 7−→ (

h(θ) 7→ hα·βQ(θQ)
)
.

Here h ∈ FN is defined and finite at θ, and θ, θQ are defined as in (3.1) and (3.5), respectively.
The action of α on FN is the action as an element of GL2(Z/NZ)/{±12} ∼= Gal(FN/F1). As for
βQ we note that there exists β ∈ GL+

2 (Q) ∩M2(Z) such that β ≡ βp (mod NZp) for all primes p
dividing N by the Chinese remainder theorem. Then the action of βQ on FN is understood as that
of β which is an element of GL2(Z/NZ)/{±12}([12] or [2]).

Proof. See [3] Theorem 3.4. ¤
Proposition 3.1 and the transformation formulas of Siegel functions in the next proposition enable

us to find all conjugates of the singular value g
−12N

gcd(6,N)

(0, 1
N

)
(θ), which will be used to prove our main

theorem.

Proposition 3.2. Let N ≥ 2. For (v, w) ∈ Z2 \NZ2 the function g
−12N

gcd(6,N)

( v
N

, w
N

) (τ) satisfies

g
−12N

gcd(6,N)

( v
N

, w
N

) (τ) = g
−12N

gcd(6,N)

(−v
N

,−w
N

)
(τ) = g

−12N
gcd(6,N)

(〈 v
N
〉,〈 w

N
〉)(τ)

where 〈X〉 is the fractional part of X ∈ R such that 0 ≤ 〈X〉 < 1. It belongs to FN and α in
GL2(Z/NZ)/{±12} ∼= Gal(FN/F1) acts on the function by

(
g

−12N
gcd(6,N)

( v
N

, w
N

) (τ)
)α = g

−12N
gcd(6,N)

( v
N

, w
N

)α(τ).

Proof. See [5] Proposition 2.4 and Theorem 2.5. ¤
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4. Normal bases of K(N) over K

Let K 6= Q(
√−1),Q(

√−3) be an imaginary quadratic field so that dK ≤ −7, and let θ be defined
as in (3.1) and N ≥ 2 be an integer. If we put

D =
√

−dK
3 and A = |e2πiθ| = e−π

√−dK ,

then A
1
D = e−

√
3π, which is independent of K.

Lemma 4.1. We have the following inequalities:

(i) 1 <
∣∣ 1−ζN

1−A
1

DN

∣∣ < A′(N) where A′(N) =





2.141 if N = 2, 3
1.903 if N = 4
1.773 if N = 5
1.678 if N = 6
1.606 if N = 7, 8
1.508 if N = 9, 10, 11
1.42 if N = 12, · · · , 17
1.332 if N = 18, 19, 20
1.306 if N ≥ 21.

(ii) If N ≥ 2, then
∣∣1−ζN

1−ζt
N

∣∣ ≤ 1 for all t ∈ Z \NZ.

(iii) If N ≥ 4, then
∣∣1−ζN

1−ζt
N

∣∣ ≤ 1√
2

for 2 ≤ t ≤ N
2 .

(iv) If N ≥ 2, then A
1
2
(B2(0)−B2( 1

N
))
∣∣ 1−ζN

1−A
1
N

∣∣ < 0.76.

(v) 1

1−A
X
D

< 1 + A
X

1.03D for all X ≥ 1
2 .

(vi) 1
1−AX < 1 + A

X
1.03 for all X ≥ 1

2 .
(vii) 1 + X < eX for all X > 0.

Proof. See [3] Lemma 4.1. ¤

Although the following lemmas are given in [3], we present the proofs for the sake of completeness.

Lemma 4.2. Assume the condition



dK ≤ −11, N = 2, 3
dK ≤ −8, N = 4
dK ≤ −31, N = 5
dK ≤ −23, N = 6
dK ≤ −19, N = 7, 8
dK ≤ −15, N = 9, 10, 11
dK ≤ −11, N = 12, · · · , 17
dK ≤ −8, N = 18, 19, 20
dK ≤ −7, N ≥ 21.

(4.1)

Let Q = aX2 + bXY + cY 2 be a reduced quadratic form of discriminant dK . If a ≥ 2, then the
inequality

∣∣∣∣
g−1
( s

N
, t
N

)
(θQ)

g−1
(0, 1

N
)

(
θ
)

∣∣∣∣ < 1

holds for (s, t) ∈ Z2 \NZ2.
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Proof. We may assume 0 ≤ s ≤ N
2 by Proposition 3.2. And, note that 2 ≤ a ≤ D by (3.4). From

the definition (1.1) we obtain that

∣∣∣∣
g−1
( s

N
, t
N

)
(θQ)

g−1
(0, 1

N
)
(θ)

∣∣∣∣ ≤ A
1
2
(B2(0)− 1

a
B2( s

N
))

∣∣∣∣
1− ζN

1− e2πi( s
N
·−b+

√
dK

2a + t
N

)

∣∣∣∣
∞∏

n=1

(1 + An)2

(1−A
1
a
(n+ s

N
))(1−A

1
a
(n− s

N
))

.

If s = 0, then we get by Lemma 4.1(ii)
∣∣∣∣

1− ζN

1− e2πi( s
N
·−b+

√
dK

2a + t
N

)

∣∣∣∣ =
∣∣∣∣
1− ζN

1− ζt
N

∣∣∣∣ ≤ 1.

If s 6= 0, then by the fact 2 ≤ a ≤ D and Lemma 4.1(i) we derive
∣∣∣∣

1− ζN

1− e2πi( s
N
·−b+

√
dK

2a + t
N

)

∣∣∣∣ ≤
∣∣∣∣

1− ζN

1−A
s

Na

∣∣∣∣ ≤
∣∣∣∣

1− ζN

1−A
1

ND

∣∣∣∣ < A′(N).

Let

A′(s,N) =
{

1 if s = 0
A′(N) if s 6= 0.

On the other hand, by the facts B2(1
2),B2(1

3),B2(1
4) < 0 and A < 1 together with the assumption

a ≥ 2 we have

A
1
2
(B2(0)− 1

a
B2( s

N
)) ≤ Aε(s,N) where ε(s,N) =

{ 1
2(B2(0)− 1

2B2(0)) = 1
24 if s = 0 or N ≥ 5

1
2B2(0) = 1

12 otherwise.

Therefore we achieve that
∣∣∣∣
g−1
( s

N
, t
N

)
(θQ)

g−1
(0, 1

N
)
(θ)

∣∣∣∣ ≤ Aε(s,N)A′(s,N)
∞∏

n=1

(1 + An)2

(1−A
n
D )(1−A

1
D

(n− 1
2
))

by the facts 2 ≤ a ≤ D, 0 ≤ s ≤ N
2

< Aε(s,N)A′(s,N)
∞∏

n=1

(1 + An)2(1 + A
n

1.03D )(1 + A
1

1.03D
(n− 1

2
)) by Lemma 4.1(v)

< Aε(s,N)A′(s,N)
∞∏

n=1

e2An+A
n

1.03D +A
1

1.03D
(n− 1

2 )

by Lemma 4.1(vii)

= Aε(s,N)A′(s,N)e
2A

1−A
+A

1
1.03D +A

1
2.06D

1−A
1

1.03D

=





e−
π
√−dK

24 e

2e
−π
√−dK

1−e
−π
√−dK

+ e
−
√

3π
1.03 +e

−
√

3π
2.06

1−e
−
√

3π
1.03 if s = 0

e−
π
√−dK

24 A′(N) e

2e
−π
√−dK

1−e
−π
√−dK

+ e
−
√

3π
1.03 +e

−
√

3π
2.06

1−e
−
√

3π
1.03 if s 6= 0 and N ≥ 5

e−
π
√−dK

12 A′(N) e

2e
−π
√−dK

1−e
−π
√−dK

+ e
−
√

3π
1.03 +e

−
√

3π
2.06

1−e
−
√

3π
1.03 if s 6= 0 and N ≤ 4

< 1 under the condition (4.1).

This proves the lemma. ¤
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Lemma 4.3. Assume that dK ≤ −7 and N ≥ 2. Let Q = X2 + bXY + cY 2 be a reduced quadratic
form of discriminant dK . Then we have the inequality

∣∣∣∣
g−1
( s

N
, t
N

)
(θQ)

g−1
(0, 1

N
)
(θ)

∣∣∣∣ < 1

for s, t ∈ Z with s 6≡ 0 (mod N).

Proof. We may assume 1 ≤ s ≤ N
2 by Proposition 3.2. Then we establish that

∣∣∣∣
g−1
( s

N
, t
N

)
(θQ)

g−1
(0, 1

N
)
(θ)

∣∣∣∣ < A
1
2
(B2(0)−B2( s

N
))

∣∣∣∣
1− ζN

1−A
s
N

∣∣∣∣
∞∏

n=1

(1 + An)2

(1−An+ s
N )(1−An− s

N )
by (1.1)

< A
1
2
(B2(0)−B2( 1

N
))

∣∣∣∣
1− ζN

1−A
1
N

∣∣∣∣
∞∏

n=1

(1 + An)2

(1−An)(1−An− 1
2 )

by the fact 1 ≤ s ≤ N
2

< 0.76
∞∏

n=1

(1 + An)2(1 + A
n

1.03 )(1 + A
1

1.03
(n− 1

2
)) by Lemma 4.1(iv) and (vi)

< 0.76
∞∏

n=1

e2An+A
n

1.03 +A
1

1.03 (n− 1
2 )

= 0.76e
2A

1−A
+A

1
1.03 +A

1
2.06

1−A
1

1.03 by Lemma 4.1(vii)

≤ 0.76e
2e−

√
7π

1−e−
√

7π
+ e

−
√

7π
1.03 +e

−
√

7π
2.06

1−e
−
√

7π
1.03 < 1 by the fact dK ≤ −7.

¤
Lemma 4.4. Assume the same condition as in Lemma 4.3 and let Q = X2 + bXY + cY 2 be a
reduced quadratic form of discriminant dK . Then we deduce

∣∣∣∣
g−1
(0, t

N
)
(θQ)

g−1
(0, 1

N
)
(θ)

∣∣∣∣ < 1

for t ∈ Z with t 6≡ 0,±1 (mod N).

Proof. If N = 2 or 3, there is nothing to prove. Thus, let N ≥ 4. Here we may assume 2 ≤ t ≤ N
2

by Proposition 3.2. Then we get that

∣∣∣∣
g−1
(0, t

N
)
(θQ)

g−1
(0, 1

N
)
(θ)

∣∣∣∣ ≤
∣∣∣∣
1− ζN

1− ζt
N

∣∣∣∣
∞∏

n=1

(1 + An)2

(1−An)2

< 1√
2

∞∏

n=1

(1 + An)2(1 + A
n

1.03 )2 by Lemma 4.1 (iii) and (vi)

< 1√
2

∞∏

n=1

e2An+2A
n

1.03 by Lemma 4.1(vii)

= 1√
2
e

2A
1−A

+ 2A
1

1.03

1−A
1

1.03 ≤ 1√
2
e

2e−
√

7π

1−e−
√

7π
+ 2e

−
√

7π
1.03

1−e
−
√

7π
1.03 < 1 by the fact dK ≤ −7,
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which proves the lemma. ¤

Now we are ready to prove our main theorem concerning normal bases of K(N) over almost all
K.

Theorem 4.5. Assume the condition (4.1). Then for a suitably large integer m the conjugates of
the value

g
−12Nm
gcd(6,N)

(0, 1
N

)
(θ)

form a normal basis of K(N) over K.

Proof. For simplicity we put x = g
−12N

gcd(6,N)

(0, 1
N

)
(θ), which belongs to K(N) by Proposition 3.2 and the

main theorem of complex multiplication([12], [7]). Then it suffices to show by Theorem 2.4 that

(4.2)
∣∣∣∣
xγ

x

∣∣∣∣ < 1 for all γ ∈ Gal(K(N)/K) \ {id}.

To this end we consider by Proposition 3.1 and Proposition 3.2 a conjugate xγ of x which is of the
form

xγ =
(
g

−12N
gcd(6,N)

(0, 1
N

)

)α·βQ(θQ) = g
−12N

gcd(6,N)

( s
N

, t
N

)βQ
(θQ)

for some α = ± (
t−Bs −Cs

s t

) ∈ WN,θ/{±12}, where irr(θ, K) = X2 +BX +C and Q = aX2 +bXY +
cY 2 is a reduced quadratic form of discriminant dK . If a ≥ 2, the inequality (4.2) holds by Lemma
4.2. If a = 1, we derive from the condition (3.2) and (3.3) that

Q =
{

X2 − dK
4 Y 2 for dK ≡ 0 (mod 4)

X2 + XY + 1−dK
4 Y 2 for dK ≡ 1 (mod 4),

(4.3)

which yields βQ ≡ 12 (mod N) by the relations (3.6) and (3.7). Hence xγ = g
−12N

gcd(6,N)

( s
N

, t
N

)
(θQ). Moreover,

if (s, t) 6≡ (0,±1) (mod N), then the inequality (4.2) is also true by Lemma 4.3 and Lemma 4.4.
Here it is not necessary to consider the remaining case where a = 1 and (s, t) ≡ (0,±1) (mod N),
because γ = id ∈ Gal(K(N)/K) in this case. Therefore (4.2) holds for all γ ∈ Gal(K(N)/K) \ {id}
as desired. ¤

Remark 4.6. Note that the fields Q(
√−2), Q(

√−7), Q(
√−11) and Q(

√−19) have class number
1([1]). For such a field K there is only one reduced quadratic form of discriminant dK as in (4.3).
Hence Theorem 4.5 is true for this K and all N ≥ 2, because we don’t need to apply Lemma 4.2
in the proof. Lastly we list the other fields K and integers N which cannot be covered by our
argument as follows:

Table 1. Exceptions of Theorem 4.5

K dK (N , a singular value whose conjugates form a normal basis of K(N) over K)

Q(
√−15) −15

(
5, g−60

(0, 1
5 )

(−1+
√−15
2 )

)
,

(
6, g−12

(0, 1
6 )

(−1+
√−15
2 )

)
,

(
7, g−84

(0, 1
7 )

(−1+
√−15
2 )

)
,

(
8, g−48

(0, 1
8 )

(−1+
√−15
2 )

)

Q(
√−5) −20

(
5, g−60

(0, 1
5 )

(
√−5)

)
,

(
6, g−12

(0, 1
6 )

(
√−5)

)

Q(
√−23) −23

(
5, g−60

(0, 1
5 )

(−1+
√−23
2 )

)

Q(
√−6) −24

(
5, g−60

(0, 1
5 )

(
√−6)

)
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Even in these remaining 8 cases, however, one can verify Theorem 4.5 by numerical computation.
For example, let K = Q(

√−5) and N = 6. Then dK = −20, θ =
√−5 and

C(dK) =
{
Q1 = X2 + 5Y 2, Q2 = 2X2 + 2XY + 3Y 2

}

θQ1 =
√−5, θQ2 = −1+

√−5
2

βQ1 =

(
1 0

0 1

)
, βQ2 =

(
1 5

3 2

)
∈ GL2(Z/NZ)/{±12}

WN,θ/{±12} =
{ (

1 0

0 1

)
,

(
0 1

1 0

)
,

(
2 3

3 2

)
,

(
3 2

2 3

)}
⊂ GL2(Z/NZ)/{±12}.

If x = g
−12N

gcd(6,N)

(0, 1
N

)
(θ) = g−12

(0, 1
6
)
(
√−5), then by Proposition 3.1 and Proposition 3.2 its conjugates are

x1 = x, x2 = g−12
( 1
6
,0)

(
√−5), x3 = g−12

( 3
6
, 2
6
)
(
√−5), x4 = g−12

( 2
6
, 3
6
)
(
√−5)

x5 = g−12
( 3
6
, 2
6
)
(−1+

√−5
2 ), x6 = g−12

( 1
6
, 5
6
)
(−1+

√−5
2 ), x7 = g−12

( 3
6
, 1
6
)
(−1+

√−5
2 ), x8 = g−12

( 5
6
, 4
6
)
(−1+

√−5
2 )

possibly with certain multiplicity. Hence by using MAPLE one can check that∣∣∣∣
xi

x1

∣∣∣∣ < 10−4 <
1

#Gal(K(6)/K)
=

1
8

for i = 2, · · · , 8.

Therefore {x1, · · · , x8} becomes a normal basis of K(6) over K by Theorem 2.4. Moreover, one can
also show that the minimal polynomial of x would be

(X − x1) · · · (X − x8) = X8 − 1263840X7 + 42016796X6 + 72894400X5

+15056640X4 − 4525280X3 + 167196X2 − 1280X + 1

with integer coefficients([5]).
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